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Abstract 

Cryptographic hash functions, namely Message Digest 5 and Secure Hash Algorithm 1 were 

published over two decades ago and are still in frequent practice as a password security measure. 

Since publication, associated weaknesses and vulnerabilities have been identified with each 

function. From an information security perspective, the algorithms on their own are considered 

broken and insecure respectively. The presented literature seeks to illustrate the degree of 

vulnerability associated with the credited algorithms through extensive research, relevant 

statistical data, and firsthand experimentation. Well known attack methods such as a dictionary 

and rainbow table attacks are undertaken against a set of MD5 and SHA-1 hash values in a real 

environment to extract significant data regarding time and space complexity. The data are used in 

comparison to approximated results of secure cryptographic hashing standards in practice today. 

Consequently, information to counteract such attack methods is discussed in detail to proactively 

prevent the likelihood of a successful data breach in a real system. 
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Chapter I Introduction 

Today, a plethora of websites, systems, applications, and programs individuals operate on a daily 

basis employ a password authentication scheme to secure and protect data. The most commonly 

known method to secure passwords is through the use of cryptographic hashing algorithms. 

Primarily, these algorithms take plain text, which usually represents a password, and reconstructs 

the text into a string of characters which effectively mask’s the original plain text. The issue with 

this approach is even if a system uses a cryptographic hashing algorithm, there is no guarantee the 

passwords will be protected. Many factors cause a variance between highly secure passwords and 

ones at risk, such as the selected cryptographic hashing and the strength of the overall password. 

Knowledge of this subject matter needs to be vastly considered and extensively researched 

primarily for developers implementing a password scheme into a proposed system. 

1.1 Problem Definition 

Cryptographic hash functions Message Digest 5 (MD5), and Secure Hash Algorithm 1 (SHA-1) 

were published almost over two decades ago as a means to secure passwords in the environment 

they are implemented. Since the publication of these mentioned algorithms, associated weaknesses 

and vulnerabilities have been identified. From a password security perspective, the algorithms on 

their own are considered broken and insecure respectively. Assuming the implementation of either 

MD5 or SHA-1 in a database storing the passwords of registered users, determining the plain text 

with the technological resources available today would be feasible. On the contrary, theses 

algorithms are still in frequent practice as a password security measure (See Appendix A). In 

today’s current systems and services, which authenticate users via a username and password 

scheme, MD5 and SHA-1 in addition to deprecated and homemade cryptographic hashing 

functions should not be employed due to their security flaws.  

1.2 Objective  

This thesis aims to prove why MD5 and SHA-1 should not be used as a means to secure passwords 

based on in-depth analysis and experimentation. The following objectives will be fulfilled through 

extensive research to prove this statement. Prove MD5 and SHA-1 are not acceptable 

cryptographic hashing algorithms for current systems, investigate user password complexity to 

illustrate how to create secure, yet simple to remember passwords, and determine how to 
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effectively store passwords on the developer’s end as a secondary defense mechanism. To further 

complement these objectives data will be gathered from firsthand experimentation regarding MD5 

hash generation.   

1.3 Thesis Overview 

The subsequent chapters will cover the topics mentioned as follows. Chapter 2 discusses the 

negligence of consideration to password security, the brief history of cryptography, hashing in its 

most basic form, the differences between hashing and encryption, and digital signatures. Chapter 

3 covers the discussion of passwords in regards to user complexity, an explanation to cryptographic 

hashing, MD5, and SHA-1, methods to compromise a hash value, a discussion on how to securely 

protect passwords, and results of compromised systems with MD5 or SHA-1 implemented. 

Chapter 4 discusses and presents information on the future of hashing algorithms and alternative 

means to secure passwords. Chapter 5 covers the project/experimentation with relevant results. 

Chapter 6 presents the conclusion of this thesis as well as further work on the subject matter. For 

this literature, the following sections in Chapter 2 will cover significant background prerequisite 

knowledge to understand the next chapters to a basic degree.  
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 Chapter II History and Introduction of 

Cryptographic Hashing 

When the Internet first came to be, the task of identifying users was not a prominent concern, but 

as more networks began to spread globally, user identification became an ever-ongoing 

problematic issue. Authentication and user identification today is a rising matter regarding 

challenges and complexity, especially with the vast number of individuals using the Internet daily. 

Without being able to identify someone for themselves, the trustworthiness of users online would 

be non-existent. Throughout the history of authentication in the past and today regarding the 

Internet, the most common form, which is still in extensive practice, is the use of passwords [7]. 

Without question, in the event of a password, the potential exposure of an individual’s private 

information becomes present.  

2.1 Security Negligence   

During July of 2015, one of the largest information leaks of the year occurred (accredited by a 

hacker group known as “The Impact Team”) where the infamous website known as Ashley 

Madison, was hacked resulting in over 20 gigabytes of data including user records released. This 

data also led to more than 11 million passwords revealed [7]. As of July, the website had roughly 

39 million members, whereas currently the website has registered another four million after the 

breach.  

This example exemplifies the negligence of individuals taking online security details into account, 

both on the developer and user end. If the website’s developers were proactive and took the 

necessary precautions to their users’ security, the integrity of their sensitive data would have 

remained secure. Although surprisingly, with the registration of millions of additional members 

after the hack this illustrates users were not aware of the security either breach or do not care about 

their online security even with the most private of matters. It is worth noting that the full credit 

numbers were not a part of the leaked data, which could have made the situation much more severe 

in the minds of the members. As the course of action employed by the Ashley Madison website 

administrators to improve their security is currently unknown; potential members should highly 

consider and question the website’s current security details. This example is only one of many 

massive information leaks, which occurred throughout the last decade.  
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2.2 What is Cryptography? 

According to the Concise Oxford English Dictionary, the definition of cryptography is “the art of 

writing or solving codes.” While this is accurate historically, the field of cryptography today is 

vast, both scientifically and mathematically. This definition was oriented around the codes used to 

convey secret communication used between two parties in the past, but today encompasses 

mechanisms for ensuring integrity, techniques for exchanging secret keys, protocols for 

authenticating users, electronic auctions and elections, digital cash, and more. Modern 

cryptography can be defined as “the study of mathematical techniques for securing digital 

information, systems, and distributed computations against adversarial attacks” [6].    

Late in the twentith century, cryptography, as the original definition mentioned, was an art with 

little theory to make use. Thus, making or breaking new and existing codes relied heavily on 

creativity since there was no constitution on what was truly a “good” code. During the 1970’s and 

1980’s cryptography took a drastic turn when theories were created allowing cryptography to be a 

subject of significant study involving both science and mathematics. This impact influenced how 

the computer security field was viewed by researchers [6].  

The most significant differences between traditional cryptography in the past and modern 

cryptography today is its use. In the past, cryptography was primarily used by governments and 

military organizations, today, cryptography is applied in everyday life by most people everywhere 

without even know it. An example would be authenticating an individual on a website, a workplace 

system, using a credit card, and even a personal computer at home. The degree of cryptography 

use today is at the point where developers with relatively little experience are expected to 

incorporate cryptographic mechanisms in their applications [6].  

As cryptography today is very mathematically and scientifically oriented, the intricate details on 

the workings of the mentioned algorithms will not be the focus of this thesis, but are lightly 

discussed.  

2.2 What is Hashing? 

Hashing plays a very significant role in information security regarding passwords. The foundation 

for cryptographic algorithms are built upon this concept. Basic preliminary knowledge of hashing 

will be discussed to act as supplementary material for comprehension.  
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In computer science, hashing is the process of taking a sequence of characters (string), known as 

the key, and then transforming that key to a usually shorter fixed-length sequence of characters, 

known as the hash value [5]. To accomplish this process, an algorithm called a hash function uses 

the input as the key, and the output is the hash value or hash for short. Simply, the benefit and 

main use of hashing is time reduction. Instead of searching for the entire original string in a 

database, for example, just the hash value itself needs to be searched thus minimizing the amount 

of resources required for a search query [5]. Figure 2-1 illustrates hashing in its simplest form. As 

mentioned, faster data retrieval is one of the primary uses for hashing, while also, it can be used 

for encryption and cryptography of passwords.  

 

Figure 2-1 A High Level Illustration of Hashing [48] 

The most important idea to grasp about hashing is the hash function should map each key to a 

unique hash value ideally [4]. In other words, every single string matches up to only one hash, 

meaning if the same input to the hash function is used multiple times, the resulting output will 

always be the same. Furthermore, a key should not have the resulting hash of another key. This 

event is known as a collision which is discussed in Chapter 3. If the mentioned criteria are met, 

the hash function is known as a perfect hash function [4]. With respect to cryptography, building 

a perfect hash function for passwords is a very complex and difficult undertaking, as many years 

are required to complete a single function. The closer one of these functions gets to being perfect, 

the security factor of the function increases as a result.  

As many hash functions exist for different purposes with various inputs and outputs, the same 

intention as the criteria mentioned above is the basis for every algorithm. With this said, a 

particular hashing function may work well for database operations, although, more than likely will 
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not work error checking or cryptographic purposes [5]. In conclusion, of the discussion on hashing, 

every cryptographic hashing function is a hashing function itself, but not every hashing function 

is a cryptographic one.  

2.3 Encryption vs. Cryptographic Hashing   

As encryption and cryptographic hashing (mistaken as just hashing) are often misunderstood and 

used interchangeably with regards to information security, the comprehension of both is important 

throughout the presented information on cryptographic hashing. The fundamental relation between 

the two are the intentions to secure data, but are differentiated by the inputs, outputs, use, and 

operation of their respective algorithms to carry out their tasks. Understanding the differences 

between the two is very preliminary when addressing either’s subject matter.  

Encryption is the process of transforming data or information from its plain text form into a 

product, which is unreadable and meaningless where the result can only be undone through the 

possession of special knowledge, known as the encryption key. In contrast, to hashing itself, 

encryption at its most basic level is performing the same task as hashing, being transforming data 

into another form, although with hashing the resulting data is typically in a structure much lengthier 

than the origin string and impossible to reverse.  

The plain text is simply raw data ranging from text, documents, messages, to confidential data 

stored in databases. To carry out the process of encryption, a specialized algorithm known as a 

cipher is used. The encryption key is a string of characters chosen and used to encrypt the data and 

decrypt the data back to its origin.  In short, the key provides initial information required by the 

cipher. The use of the encryption key can be seen in Figure 2-2.  

There are a wide variety of ciphers available where their security details range from very insecure 

to highly secure. A modern cipher used today is known as advanced encryption standard (AES). 

Thus, the selection of a cipher has a direct relation to the security of data provided in return [1]. 

As illustrated in Figure 2-3 the original message is transformed into a secure state through 

encryption, then returned to its origin through decryption on the other end. 
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Figure 2-2 An illustration of using a key for encryption 

 

Figure 3-3 A high level illustration of encryption [49] 

Cryptographic hashing shares the property of transforming data or information from its plain text 

form into a product, which is unreadable and meaningless, but unlike encryption, there is no key 

used to undo the result. The goal is simply accepting a message as input then produce an output 

(the hash value) no individual can understand. Without being able to easily understand what a hash 

value’s plain text is, the user’s password remains confidential to him or her only. With basic 

hashing, the hash value of the function is not designed with the intention of being irreversible, but 

with cryptography in mind, it is the utmost important aspect of the function itself.   

The algorithms used for encryption are known as ciphers while the algorithms for cryptographic 

hashing are known as cryptographic hash functions. Regarding implementation of the two, both 

are very dissimilar with their specifications, and design. Another similarity to encryption is many 

cryptographic hashing algorithms are available today, and the choice of algorithm is again directly 

related to the security provided in return. Two examples as mentioned are MD5 and SHA-1.  

With subsequent login attempts after account creation, a user will enter their password as prompted 

where the plain text string is used as input to the cryptographic hash function on the server’s end. 
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Once the hash value is generated it is compared to the hash value stored in the server’s database. 

Through this, the user’s password is still private, but provides a means to authenticate them.  

The most effective means to gain a clear and concise understanding of the differences between the 

terms is through the situations they are required. In a scenario where two people want to exchange 

messages over a distance securely, they would use encryption as it allows a message to be 

encrypted by one person and decrypted by the other with the utilization of a secret key. Through 

this, both the sender and receiver have a means to share messages securely while consequently the 

message cannot be intercepted by an external source then decrypted. Thus, encryption is a two-

way street metaphorically speaking.   

Cryptographic hashing, on the other hand, is a one-way street, where once a message is converted 

into an unreadable form, it cannot be reversed back to its original form regardless of the agent 

providing the plain text to be hashed. The most suitable example for cryptographic hashing is 

securing passwords. When implementing a database used to store information about users, a 

password is usually one part of the information needed to be stored. Instead of storing the plain 

text of the user’s password, the hash value produced by the cryptographic hashing algorithm is 

stored instead. The user’s password, as a result, is masked. Anyone using the database will only 

see a meaningless set of strings in the password field, which cannot be reversed to its origin. Thus, 

a user is the only person who knows their password. As seen in Figure 2-4, one the hash value is 

generated there is no method to undo the result. 

 

Figure 2-4 An example of the hashing process 

2.4 Checksums 

In environments such as air traffic control and hospitals where safety is a very critical concern in 

the line of work, an incorrect entry of a number could potentially result in a harmful outcome in a 

particular task or patient, respectively. To mitigate or completely remove the possibility of error, 
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the use of checksums can be employed. Checksums can be thought of as redundant strings related 

to the set of numbers to-be-entered (in this scenario) in such a way that the correctness of the 

checksum can be validated as opposed to checking all the numbers individually [50]. The criteria 

for such a method would require a unique output for every unique input for validity to be credible. 

Based on the current understanding of cryptographic hashing algorithms, one could be used to 

meet this particular need. Thus, they apply to be employed in this manner. For example, if hundreds 

of numbers were to be entered by a certain individual, they could hash the original set using one 

of the algorithms then after entry, they would hash the entered set. Through comparing the two 

hashes to one another, an error could be easily identified if the hash values were different.  

In addition, checksums are commonly used when transmitting data over a network or the Internet. 

As data can be corrupted or intercepted through transit, the sender may consider generating the 

hash value of the data to be sent. Once the intended receiver obtains the data, they could hash it, 

then compare the value to the original hash value generated by the sender. The receiver could then 

determine if any problems occurred during transmission if their hash value did not match the 

sender’s value.  

2.5 History and Introduction of Cryptographic Hashing Conclusions 

In short, this chapter discussed an example illustrating how individuals and developers are 

negligible with information security regarding passwords, as even after the event of millions of 

passwords being compromised, millions of users in the following few months still registered for 

the breached website. Furthermore, the history and a standard definition of cryptography, a high 

level explanation of hashing and its applicability, the differences between encryption and 

cryptographic hashing, and how cryptographic hashing can apply to checksums was presented as 

well. This brief introduction should be adequate for a novice to grasp the concepts in the next 

chapter, as well as to gain a clear and concise comprehension of the intricacies relating to password 

storage, and the method used to obtain passwords from their hash values.   
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Chapter III Current Security 

This chapter will be covering cryptographic hashing functions with their associated vulnerabilities 

primarily focusing on MD5 and SHA-1. Alternatives for replacement in addition to approaches to 

compromise password hashes such as rainbow tables and lookup tables are discussed in detail. 

Password types, salting and peppering passwords, and acceptable means to protect user’s 

passwords are explored as well. 

The advanced knowledge will be a clear and concise understanding of how passwords are hashed, 

methods on how password hashes can be obtained, and the difference between strong and weak 

passwords. Furthermore, the approaches hackers take to crack passwords, reasoning behind why 

MD5 and SHA-1 are no longer suitable cryptographic hashing algorithms, and methods of 

developing secure passwords which would effectively protect a user will be discussed. This 

information could greatly benefit both a novice developer and individuals without a thorough 

understanding of hashing who are required or expected to implement security protocols for 

passwords into an application or system.   

3.1 Passwords   

Before the discussion of cryptographic hashing algorithms, information on the topic of passwords 

needs to be explored to obtain a deep comprehension regarding the security effectiveness of a 

given cryptographic hashing algorithm with a candidate password. 

3.1.1 Password Requirements 

As known to most, a password is a secret word or phrase consisting of a string of characters used 

to gain access to various personal accounts and devices such as website user accounts, computers, 

network locations, documents, folders, hard drives, and mobile devices with the intention of 

securing data. Typically, a password should be complex enough to keep it a secret while being 

simple to remember. On the other hand, the use of static passwords today can be seen as a security 

flaw due to the ever-increasing need for the Internet. The reasoning is if a user applies the same 

password throughout various accounts where a hacker obtained their password, that person’s data, 

including emails, documents, social networking accounts, and much more could be severely 

compromised [2]. Without question, protecting all of this data is a great security need where 
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passwords remain the most well known form of authentication and verification [11]. Essentially a 

person’s password is equivalent to their house key, it is the most prominent factor for online 

security of data when using the Internet.  

When the Internet was first becoming accessible to the public, requirements for passwords were 

much different than they are today. Previously, systems only required (or allowed) a six to eight 

characters of mixed alpha passwords which was considered adequate. In contrast, today some 

applications have their requirements for passwords being twelve to fourteen characters long with 

the combination of lowercase and uppercase letters, numbers, and special symbols to be considered 

effective [11].   

After analyzing the requirements of the most well known websites/services such as Facebook, 

Yahoo, Gmail, Hotmail, and Twitter, there is a consensus for the requirement standards of 

passwords.  

 Passwords must be a minimum of eight characters. 

 Passwords can be a maximum of 16 characters and upwards. 

 Passwords are recommended to have at least one upper case and lower case letter, number, 

and special symbol, but are not required by some of the websites. 

 Passwords previously used are not recommended or allowed.   

From a security perspective, the requirements are satisfactory, but not sufficient. The reasoning is 

in the event a database is compromised, the weakest password hashes stored will be revealed first, 

thus leaving the individuals who chose the bare minimum of the requirements most vulnerable. A 

password might be considered adequate by the system, but not considered adequate in the situation 

of a potential attack.   

3.1.2 Weak Passwords  

“Selecting a weak password is like closing your front door but not locking it. A password is weak 

if it can be guessed easily” – United States Computer Emergency Readiness Team [12] 

Social media, messaging, online banking, e-mail, along with various other online applications 

utilized by users, entering sensitive data can potentially be misused if acquired from a third party 

source. With this possibility, one would expect users to create very secure passwords; however, it 
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is commonly known users comprise passwords based on simple and easy to remember 

combinations of words consisting of only alphanumeric possibilities [10]. The International 

Journal of Human-Computer Studies describes this as “The password problem” [3]. Specifically, 

the problem states two requirements which conflict with one another and are unable to be satisfied 

by users due to the capacity of human memory.       

1) Passwords should be easy to remember, and the user authentication protocol should be 

executable quickly and easily by people. 

2)  Passwords should be secure, i.e., they should look random and should be hard to guess; 

they should be changed frequently, and should be different on different accounts of the 

same user; they should not be written down or stored in plain text. 

When a person is asked, what they believe is a weak password, the first thought is usually 

passwords such as “abc123,” “password,” “qwerty,” or any other of the most commonly used 

passwords (Appendix B). These passwords are indeed weak, but a password of short length, 

typically less than ten characters, and with the absence of mixed alphanumeric-symbol character 

combination is considered less than desirable. The reasoning behind this is simply because these 

passwords will be the most vulnerable in the event of an attack making them a targeted priority. A 

potential attacker will concern themselves with the weakest passwords first as they require the 

least duration of time to crack. Passwords revealed the earliest can be seen as weak with respect 

to the length of time needed to reveal them. For instance, if a password is twenty characters long 

and revealed first with the tradeoff of taking over a year to crack, that password can be seen as 

incredibly secure in comparison to an eight character all lower case password which would take 

less than a day to obtain.  

Based off the number of possibilities for a given character set, one can easily see how the 

complexity factor of strength for a particular password increases by adding a mix of different types 

of characters. This relation is shown in Table 3-1 where ‘n’ represents the length of a password. 

Thus, there is a correlation between weak passwords and time where a password’s strength can be 

measured based on the duration of time required to obtain it. Unfortunately, this correlation is a 

resulting ramification of cheaper and more powerful technology/hardware being created each year 

with respect to Moore’s law. Consequently, the derived effect is password strength decay over 

time. This correlation will be implicitly understood in section 3.3. Eventually, a password, which 
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was once considered strong, will slowly decay to the point of ineffectiveness after a certain 

duration of time directly based on the complexity of the given password. Simply, a password of 

fifteen characters, for example, will decay exponentially faster in strength then one of which is 

twenty characters. With this said the cryptographic hashing algorithm utilized plays a very 

significant role in the strength of a given password. Later in this chapter, it will be understood a 

password is only as effective as the cryptographic hashing algorithm used to mask it.  

Character Set (The associations can be seen in Appendix E) Number of Possibilities  

Numeric 10n 

Only Alpha or Lower Alpha 26n 

Only Symbols-Space 33n 

Only Lower Alphanumeric or Alphanumeric  36n 

Mix alpha  52n 

Mix alphanumeric  62n 

Mixalphanumeric-Symbol32-Space 95n 

Table 3-1 The number of different combinations for the various character sets 

3.1.3 Strong Passwords 

The password requirements listed earlier specified, it is sometimes required to include at least one 

upper case and lower case letter, a number, and a special symbol to add to the overall password 

strength. While this is true based on the number of possibilities for the given character set, it is not 

the only alternative to increasing the strength of a password. Simply, the utmost strongest of 

passwords are based on their length, not the variation of different characters. Although, adding a 

variation of characters for a password of a great length will increase the strength further 

exponentially. For example, a user password representing a memorized sentence of 20 characters 

of all lower case letters would yield a result of 2620 combinations to obtain. This example, provides 

a far greater number of possibilities in comparison to an eight-character password containing a 

mix of all the character types being 958 possibilities. In other words, the longer the password, the 

greater the strength, even if it only consists of lowercase letters.   

Furthermore, the difference of strength between the two mentioned passwords, in this case, can be 

easily understood by thinking about the duration of time a computer would require to reach the 

given strings based on their length chronologically. The twenty-character password will take an 
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exponentially longer duration to reach than that of the eight-character password. In addition, 

potential attackers will only concern themselves with the weakest password hashes stored, thus, a 

very long password of all lower case letters will not be targeted before the passwords of a smaller 

length.   

With respect to the password requirements, a password consisting of the mix of different case 

letters, numbers, and symbols, with a reasonable length is still very secure in comparison to weak 

passwords.  

3.1.4 Creating Memorable but Strong Passwords 

Longer passwords are indeed stronger in terms of time complexity, but a password being the letters 

‘a’ through ‘z’ would not be secure due to its predictability. In order to make memorable, but 

secure passwords, passphrases can be utilized. Based on an example provided by Microsoft, start 

with a sentence or two: “Complex passwords are safer.” Remove the spaces between the words in 

the sentence: “Complexpasswordsaresafer.” Turn words into shorthand or intentionally misspell a 

word: “ComplekspasswordsRsafer.” Add to the length with numbers, which are meaningful after 

the sentence: “ComplekspasswordsRsafer2011” [12]. 

An alternative approach to complex and strong password creation is through a method created by 

psychologists called a “PsychoPass.” As this alternative is more reliant on mental practice, the 

tradeoff is a secure and complex password. “Rather than thinking of a password, a person only 

needs to think of an action sequence” [13]. According to Pietro [13], the method consists of four 

steps, which are shown below, and the illustrations can be seen in Figures 3-1 and 3-2. 

1) Begin with a letter on the keyboard. 

2) Memorize a sequence of actions. (Something like “the key on the left, then the upper one, 

then the one on the right”, and so on)  

3) Memorize the sequence. (not the letters used) 

4) Create as many passwords as you want by remembering only the first letter and the 

sequence. Using different types of sequences, it is possible to generate thousands of 

different passwords. Using sequences' combination is possible to create an infinite number 

of passwords. Moreover, the created passwords will be a nonsense sequence of letters, 

numbers, and symbols, resilient to any attack. 
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Figure 3-1 PsychoPass example 1 [13] 

  

Figure 3-2 PsychoPass example 2 [13] 

3.1.5 User Password Complexity Studies  

With the comprehension of the differentiation between weak and strong passwords, the discussion 

on this topic can close with the analyzation and results of surveys and statistical analysis on user-

generated passwords in practice. Some of these results are based on cracked passwords from 

previously hacked websites. All results are within the last seven years. 

Survey 1: Password in Practice: A Usability Survey 

In 2011, a usability survey was published by the Journal of Global Research in Computer Science 

(JGRCS) to study and investigate passwords specifically referring to memorability, password-

based security, and the problem of forgetting passwords, alternative authentication schemes, and 

the usability and security of alphanumeric passwords. The investigation of user password practices 

and the methods users apply to construct passwords are the focal point of the developed survey. 

The Figures 3-3 to 3-9 are taken directly from the survey to illustrate the password habits of the 

195 participants from ages 17 to 61 years, where 76% were male, and the other 24% were female 

[10].  
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Figure 3-3 Number of participant’s passwords for various accounts [10] 

 

Figure 3-4 Frequency of users changing their passwords [10] 

 

Figure 3-5 Response on switching back to an old password [10] 
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Figure 3-6 Response on users keeping the same password for multiple accounts [10] 

 

Figure 3-7 Sources of password inspiration that participants use [10] 

 

Figure 3-8 Factors considered by participants during password creation [10] 
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Figure 3-9 Response of participants on new password creation (note: created password is based on a name) [10] 

After analyzing these results firsthand, the common trend for a majority of user’s password 

habits based on this survey are as follows [10]: 

 Users never change their passwords. 

 When users change their passwords, they revert to a previously used one.  

 Users keep the same password for multiple accounts.  

 User passwords are based on family members, celebrities, and familiar numbers. 

 User’s passwords are based on the factors of at least eight letters, include numbers, and not 

related to the website. 

 Users create new passwords through reusing old passwords, a modification of an existing 

password, and the creation of a new password based on a name (user’s name, pet's name, 

or significant other’s name) or date. 

Furthermore, according to the conclusions of the survey, users who are experienced with multiple 

passwords write them down while inexperienced users keep the same password for multiple 

accounts and remember them based on memory. Users also seem to adapt password management 

schemes such as using the same password for multiple websites [10]. 

Survey 2: Text Entry Method Affects Password Security 

The second survey undertaken in 2014 was a study performed at Rutgers University, where groups 

of participants were tested to determine the complexity and types of passwords generated by the 

three primary methods for text entry being a laptop, tablet, and smartphone.  After the group had 

created three different passwords for each of the devices, attacks were performed on the passwords 
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using “John the Ripper,” and “Hashcat.” Out of the 189 passwords among 63 participants 

generating a password, for each entry method 24 (38.1%), 24 (29.6%) and 16 (35.6%), respectively 

were cracked [15]. The results from the complexity of the passwords are illustrated in Figure 3-10 

and Figure 3-11.  

 

 

As shown, the majority of the passwords were standard, they lacked a mixture of digits, symbols, 

upper/lowercase letters, and were of a less than optimal length. These results clearly portray the 

majority of user passwords in this study are considerably weak based on the discussion earlier. 

Statistical Analysis 1: Ashley Madison Hack  

The statistical analysis on user-generated passwords created based on the hacked database in 2015 

from the website Ashley Madison1 is shown as follows. According to the results from the Ashley 

Madison users, “123456” was the most frequently used password, over 120 thousand users 

(1.03%) out of the 11.7 million whose passwords were successfully cracked used it [7]. The top 

ten passwords from the database are shown in Table 3-2, and the character sets used by the users 

are presented in Figure 3-12. 

According to the list of the top 25 passwords of 2015 (Appendix B), most of these strings from 

Table 3-2 were present in this list. To complement the second survey from Rutgers University in 

                                                           
1 Ashley Madison: www.ashleymadison.com   

Figure 3-10 Participant’s password statistics chart 1 [15]  Figure 3-11 Participant’s password statistics chart 2 [15] 

http://www.ashleymadison.com/
http://www.ashleymadison.com/
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2014, Figure 3-13 shows a direct relation between the results where the largest majority of accounts 

for the website consisted of primarily all lower alpha and lower alphanumeric passwords.  

 

               Table 3-2 Top ten Ashley Madison passwords [7]        Figure 3-12 Ashley Madison user password character set use [16] 

Statistical Analysis 2: Rockyou.com Hack  

In 2009, the website RockYou2 was hacked through Structured Query Language (SQL) Injection 

resulting in the public display of 32 million passwords, which were stored in plain text. Inevitably, 

with this implementation every user was at risk as anyone could see his or her password. This 

example exemplifies the catastrophic aftermath of storing the plain text of user passwords. In 

Keszthelyi’s paper “About Passwords” [24], he downloaded the list and of the 32 million, slightly 

over 14 million passwords were unique and close to two thousand were over thirty-two characters 

in length. Table 3-3 illustrates the original statistical data Keszthelyi has generated from the 

password list in regards to the password length of the users.  

 

Table 3-3 Rockyou.com password statistics [24] 

The second table (Table 3-4) from the paper shows the statistics based on the different characters 

used in the passwords where it turns out over a quarter consisted of only lower case letters. “Digits 

                                                           
2 RockYou: www.rockyou.com  

http://www.rockyou.com/
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are preferred to uppercase letters or others; two third of the passwords contain digits while only 

about 16% of them contain uppercase letter(s), or punctuation mark(s), or another special 

character(s). The results meant most people do not follow the general rule of passwords, which a 

password must contain all kind of character types” [24].   

 

Table 3-4 Rockyou.com password statistics [24] 

Another author by the name of Matt Weir also did a statistical analysis of the cracked website in 

his paper “Testing Metrics for Password Creation Policies by Attacking Large Sets of Revealed 

Passwords” [41]. His paper revealed a significant portion of user’s passwords contained only lower 

case letters and digits, regardless of the provided password lengths. With only seven characters 

consisting of a lower alphanumeric mix, these passwords (if hashed) would be at risk of being 

compromised before every subsequent password (Table 3-5). The complete statistical analysis can 

be seen at [41].      

 

Table 1-5 Password information from the rockyou1 list [41] 
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3.1.6 Password Conclusions  

Based on these results, a significant conclusion can be established for the general population of 

users with a password. A majority commonly creates weak passwords and use irresponsible 

password selection methods. With only lower alpha characters being present in a given password 

of a short length, the nature of the minimized number of possibilities results in the string to be 

more vulnerable in contrast to others. By having a combination of letters, symbols, digits, and a 

significant length of characters, or a very long password of all lower case letters, the risk of 

vulnerability can be greatly reduced. Throughout the next few sections, the severe risk of using 

weak passwords with specific cryptographic hashing algorithms will be understood. It is worth 

mentioning, as the cryptographic hashing algorithm implemented in a system is typically unknown 

to a user, due to security protocols, an individual should be wary of choosing their password for a 

website, application, or system.  

3.2 Cryptographic Hashing  

This section begins with a clear and concise explanation of cryptographic hashing at a relatively 

high level along with the specific requirements such algorithms must fulfill to be considered for 

application. Following will be an explanation of the algorithms MD5 and SHA-1 as the topic of 

interest, along with their associated known weaknesses.  

3.2.1 Introduction to Cryptographic Hashing 

Cryptographic hashing functions accomplish the goal of generating hash values, also known as the 

message digest. These functions map a string of arbitrary length to a hash value by transforming 

the input string to a unique output string [20]. For instance, if the input string was “administrator” 

the digest would look something like "200ceb26807d6bf99fd6f4f0d1ca54d4,” dependent on the 

function chosen. As mentioned previously, these algorithms are one-way functions; under no 

circumstance, should there be an inverse function. With an ideal cryptographic hashing function, 

reversing the digest back to the message should be infeasible and extremely difficult.   

To explain the concept on a higher level imagine taking an apple than turning the apple into apple 

juice through a series of steps, then afterward attempt to turn the apple juice back to the apple as a 

whole. This task would be extremely infeasible and near impossible. Now imagine the apple as a 
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password, the apple juice would be the resulting hash value of the function as it turns the password 

into a form that should be impossible to reverse. Figure 3-13 illustrates this example.  

 

Figure 3-13 High level illustration of cryptographic hashing  

One of the primary uses of these algorithms is for authentication purposes for a web service, 

application, or system, which is typically performed through a username/password pair where a 

user’s credentials are compared to the records in a database to validate that user. The two 

approaches for storing a password are through either plain text or the hash value. Web services, 

which email their users a temporary password after account creation, store them as plain text where 

other services store the hash value. Storing plain text is a simplistic approach, although extremely 

insecure. Security should not be traded for simplicity in this regard. If a hacker were to obtain the 

contents of a database, they would be able to see all the user’s passwords, as they are unmasked. 

The difference between storing plain text and hash values can be seen in Table 3-6 where the left 

side is a plain text storage representation while the right side is a representation of hash value 

storage. A user need not enter the hash value string as their password when the original password 

is entered for a website; the text goes through the algorithm transforming it into the hash value, 

which is then compared to the value stored in the password field.  

Username Password (Plain text) Username Password (Hash Value) 

Joe Ja7Dh2wh Joe 2b5d95a2bac09abecb5248d85c39d275 

Bob Ld098sdhj Bob 4bdd5c88198158829b30eae6493d3ea5 

Alice Jkfuifmasj Alice ed865cf28cb2598bb758e7fa3ab3f5da 

Table 3-6 Storing plain text vs. storing hash values 

Password hashing can be thought of as a second line of defense where the goal is to prevent an 

attacker from easily accessing user accounts. As seen in Table 3-6 the password hashes are 

meaningless and cannot be easily applied to determine the original plain text. Specifically, the hash 

values were generated using MD5 in this example. From a first glance, a person may think this is 

a very secure masking as they are unable to reverse the hash, although the effectiveness of how 
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secure the hash values are is dependent on the cryptographic hashing algorithm used for 

implementation. This relation will be seen in the next section. Through implementing a robust 

second line of defense for protecting clients against attackers regardless of the application, a 

person’s password can be effectively secured and made infeasible to determine given the hash 

value. Effectively securing passwords on a backend system is discussed in section 3.4.  

3.2.2 Security Requirements for Cryptographic Hash Functions 

As a warning to the reader, the creation of a cryptographic hash function is anything but a simple 

task. Many years of planning, design, and testing from the leaders and professionals in the 

cryptography field are required to make such a function. Not only is the series of steps a function 

takes to create a single digest extremely convoluted and heavily based on mathematics, science, 

and compression techniques, to say at the least, the process of creating a function is far more 

complicated. With this said, an individual should not attempt to set up their own function with the 

intentions of implementation to secure passwords in a given system under any circumstance. 

Following are the security requirements any cryptographic hashing function should satisfy to be 

considered safe to use in real systems and environments.  

Some common and useful terminology: if H is a hash function, m is an input bit string, and h is 

the output of H applied to the input m, then we write h = H (m). If h = H(m) then h is called the 

"hash" of m, m is referred to as a "preimage" of h, for a given input m, a "second preimage" of m 

is a different input m' such that H(m) = H(m'), if m and m' are different inputs such that H(m) = 

H(m') then the pair {m, m'} is called a "collision" for H [20].  

A cryptographic hash function should satisfy the following criteria: 

 (Practicality) computing the hash h (m) of any input m can be done efficiently, 

 (Preimage resistance) given h, it is hard to compute a preimage of h, i.e. it is hard to 

compute an m such that h = H (m), 

 (Second preimage resistance) given m, it is hard to compute a second preimage of m, i.e. 

it is hard to compute an m' such that m ≠ m' and yet H (m) = H (m'), 

 (Collision resistance) it is hard to compute a collision for H, i.e. it is hard to 

compute m and m' such that m ≠ m' and yet H (m) = H (m') [20].  
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The requirement of practicality simply states the function should be able to compute hash values 

without overhead in a manner where there is minimum wasted resources or expense to achieve 

maximum productivity. Preimage resistance states: Given a hash value such as 

“200ceb26807d6bf99fd6f4f0d1ca54d4,” it is infeasible to determine the original input message 

being “administrator” in this case. The third requirement, second preimage resistance states: Given 

a message such as “administrator” it infeasible to determine another message such as “user” where 

both of the messages hash to the same output. The last requirement, collision resistance states: It 

is infeasible to determine two messages, which hash to the same value as their output. A collision 

at a high level can be seen in Figure 3-14. The difference between the third and fourth requirement 

is subtle, yet very significant. The primary difference is given a message to work with as opposed 

to starting with no resources respectively to determine the messages.  

 

 

Figure 3-14 A High Level Hashing Collision 

 

3.2.3 Message Digest 5  

In 1992, a cryptographic hash function known as MD5 was designed and created by Ronald Rivest 

with the intention of improving MD4 as the algorithm was severely compromised [19]. MD5 along 

with MD4 belong to the series of message digest algorithms where the subsequent algorithms were 

designed and created to replace the predecessors. The output specifications of the algorithm are a 

32 digit hexadecimal number being a 128-bit (16-byte) hash value. Primarily the algorithm is based 

on 32-bit integers with addition and bitwise operations such as XOR, OR, AND, bitwise rotation 

and Add (mod 232) [32]. A decade ago, MD5 was one of the most popular cryptographic hash 
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functions in use; however today from an information security perspective, the algorithm is less 

than applicable for the application of cryptographic purposes due to a primary weakness. Example 

MD5 hashes are illustrated in Table 3-7. Appendix C is an overview of the MD5 algorithm. 

Plain text MD5 Hash Value 

Password 5f4dcc3b5aa765d61d8327deb882cf99 

PASSWORD 319f4d26e3c536b5dd871bb2c52e3178 

Password dc647eb65e6711e155375218212b3964 

Table 3-7 The mapping between a plain text and its md5 hash value 

 

Known Weaknesses of MD5 

In 1993, a year after MD5’s creation, weakness in the algorithm was identified by B. den Boer and 

A. Bosselaers, who found a “pseudo-collision” consisting of the same message with two different 

sets of initial values [32]. Despite this, no hard evidence was produced until 2004 where collisions 

were found [20]. A specifically designed attack, known as modular differential created by Xiaoyun 

Wang and Hongbo Yu, obtained collisions with MD5 in 15 minutes to an hour of computational 

time [19]. This attack is not only exclusive to MD5 but can be used to break other functions such 

as HAVAL-128, SHA-0, and RIPEMD. The attack, in general, is very convoluted as an extensive 

understanding of the intricate details of how MD5’s algorithm performs is required. Regardless, 

the results proved to find two pairs of collisions for MD5, concluding its weakness to collisions, 

which turned out to be extremely feasible. Since then many collisions of MD5 have been found, 

one of which is shown in Figure 3-15 where the two message blocks hash to the same value being 

79054025255fb1a26e4bc422aef54eb4. Full details on the attack can be seen at [19].  

d131dd02c5e6eec4693d9a0698aff95c 2fcab58712467eab4004583eb8fb7f89 

55ad340609f4b30283e488832571415a 085125e8f7cdc99fd91dbdf280373c5b 

d8823e3156348f5bae6dacd436c919c6 dd53e2b487da03fd02396306d248cda0 

e99f33420f577ee8ce54b67080a80d1e c69821bcb6a8839396f9652b6ff72a70 

 
d131dd02c5e6eec4693d9a0698aff95c 2fcab50712467eab4004583eb8fb7f89 

55ad340609f4b30283e4888325f1415a 085125e8f7cdc99fd91dbd7280373c5b 

d8823e3156348f5bae6dacd436c919c6 dd53e23487da03fd02396306d248cda0 

e99f33420f577ee8ce54b67080280d1e c69821bcb6a8839396f965ab6ff72a70 

Figure 3-15 Two MD5 message blocks hashed to the same value [19] 

As discussed in Chapter 2, another application of cryptographic hashing algorithms for information 

security applications is digital signatures. Like passwords, the security of digital signatures 
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depends on the cryptographic strength of the hash function implemented [19]. A common example 

would be signing documents using MD5 to verify the data integrity when being sent over the 

Internet or a network. In a hypothetical scenario: Two documents are represented by the message 

blocks above, the first block is a valid document, and the second is malicious. If a person were to 

sign the valid document indicating the validity of sensitive information with an MD5 hash, they 

also unintentionally signed the malicious document as both hash to the same value. In the event an 

untrusted source intercepted the valid document through transmission, they could send their 

malicious document to the receiver who would believe the document is legitimate as the expected 

signature is valid. Previous work on MD5 collisions between 2004 and 2007, showed that the use 

of this hash function in digital signatures can lead to theoretical attack scenarios [20]. 

Seeing MD5 does not satisfy the fourth requirement of cryptographic hashing algorithms being 

collision resistant, it can be said the algorithm is cryptographically broken in this regard. Referring 

to the other conditions, MD5 remains to satisfy them as no evidence or information proving 

otherwise is present. Thus, producing collisions is the only primary weakness of the algorithm 

cryptographically speaking and should not be implemented for information security applications 

involving digital signatures due to this.  

In regards to the applicability of MD5 applied for password hashing, there have been no disclosed 

collisions for a specified range of possible passwords. While it is theoretically possible for a 

collision to exist, it would be extremely infeasible due to time and memory constraints to determine 

such a case as the set of possible passwords in a given range would need to be stored then matched 

against all other possibilities. With this said MD5’s applicability to password hashing must be 

measured based on comparison to other cryptographic hashing algorithms with respect to how 

effectively each function protects a plain text. This comparison will be evaluated based on the data 

from the user password complexity studies, along with the results the algorithms produce when 

their hash values are attacked by various methods.  

3.2.4 Secure Hash Algorithm 1 

In 1995, a hashing algorithm known as secure hash algorithm 1 (SHA-1) based on SHA-0, was 

created by the National Security Agency (NSA), and published by the National Institute of 

Standards and Technology (NIST) as a Federal Processing Standard. SHA-1 is part of the SHA 

family (SHA-0, SHA-1, SHA-2, SHA-3) created by the NSA and implemented across many 
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government platforms after its publication. The output of SHA-1 is a 160-bit (20-byte) hash value 

accepting messages less than 264 bits as input. The hash value is typically rendered as a 

hexadecimal number, 40 digits long. The design of SHA-1 was based on MD4 and MD5’s design 

principles. In terms of operations used in the function, they are the same as MD5 [33] [34]. As 

with the message digest family, new versions of SHA are created to replace its predecessor’s 

weaknesses. The SHA-2 family, for example, was developed in 2001 as the realization by NIST 

that SHA-1’s output length of 160 bits was too short to justify use over the next decade. As of 

today, SHA-2 has withstood cryptanalysis and is still relatively safe to use in applications [20].  

The SHA-2 family is comprised of six hash functions being SHA-224, SHA-256, SHA-384, SHA-

512, SHA-512/224, and SHA-512/256 where the numbers represent the output length in bits. 

Differentiation of the functions is truncated versions of one another, used for optimization 

purposes across different applications for implementation. Another difference is simply the output 

length of the hash value, which is presented in Table 3-8. The most well known of the SHA-2 

family are SHA-256 and SHA-512.  

Cryptographic 

Hashing Algorithm   

Output Hash Value of “password” 

MD5 5f4dcc3b5aa765d61d8327deb882cf99 

SHA-1 5baa61e4c9b93f3f0682250b6cf8331b7ee68fd8 

SHA-256 5e884898da28047151d0e56f8dc6292773603d0d6aabbdd62a11ef721d

1542d8 

SHA-512 5139b82e47847baf441c245a136b2fabe64f63be0068bce36c5c736269f

119873dc6b56b83e5e59cd736768d62a61e57390b16f18fa72c9f8b9842

bc2c3b77e9 
Table 3-8 Hash outputs from different algorithms for the string password 

After comparing the differences of the hash values in the table above, an obvious conclusion can 

be established. An output of a greater bit length will require more storage and time to compute the 

values. While this is true, the performance difference in terms of speed between SHA-1, SHA-

256, and SHA-512 only differs slightly as one algorithm does not stand out from the rest. Non-

conventionally speaking, a cryptographic hashing algorithm that is capable of deliberately 

producing results slowly is more secure in comparison to very fast algorithms. The validity of this 

statement is shown in section 3.3.  
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In Table 3-9 below, the comparison of the performance of the various algorithms running on an 

Intel Core 2, 1.83 GHz processor running under Windows Vista 32-bit mode is shown [46]. With 

the hardware available today, the speeds in this table can easily be up to three times as fast. It is 

important to keep in mind MD5 is capable of producing over 100 megabytes (MB) more data than 

the other algorithms. On a large scale of data generation, it will be seen in section 3.3 just how 

much data MD5 and SHA-1 are capable of generating a second, which will be used to prove 

ultimately how inadequate the algorithm is for security purposes today.  

    

   MiB/Second MB/Second 

 MD5 255 267.387 

 SHA-1 153 160.432 

 
SHA-256 111 116.392 

 
SHA-512 99 103.809 

Table 3-9 Comparison of data generation between hashing algorithms 

 

Known Weaknesses of SHA-1 

Unlike MD5, SHA-1 as of today has no published collisions with message blocks or passwords. 

On the other hand, NIST disclaimed the use of SHA-1 as of 2005; weaknesses in the function’s 

design were detected by cryptanalysts indicating collisions could be found with fewer required 

computations that that of a brute force attack. For this reason, NIST required the replacement of 

SHA-1 to SHA-2 by 2010. Most recently, “Google and Mozilla announced their respective 

browsers will no longer trust encrypted SSL certificates with expiration dates past December 31st, 

2016” [63]. On the contrary, the replacement of SHA-1 has not made significant progress in 

comparison to MD5, the replacement from common applications is still a large work in progress 

[20] [35]. The indication of the algorithms popularity can be seen in Appendix A. 

Later in 2005, after the discovery of SHA-1’s weaknesses, an attack carried out by Xiaoyun Wang, 

Yiqun Lisa Yin, and Hongbo Yu presented results requiring fewer than 269 operations to find a 

collision in SHA-1. In comparison to a brute force search, the number of operations required would 

be 280 [34].  
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Most recently, in 2015, a group of individuals by the names Marc Stevens, Pierre Karpman, and 

Thomas Peyrin tested an attack designed by Marc Steven to generate a SHA-1 collision. Marc 

Steven has claimed to find near working collisions against SHA-1 with 257.5 operations in 2010. A 

freestart collision ended up being found using a 16-node cluster with 64 Graphical Processing 

Units (GPUs). The authors noted a true collision could be found for the cost of 75,000$ - 120,000$ 

US, which is within the budget of a criminal organization and the NSA [36] [38] [39]. 

Overall, SHA-1 has shown to be less resilient to collisions than anticipated and can be harmful to 

applications, which employ the algorithm for the use of digital signatures. It is recommended, 

protocols, which use digital signature algorithms should move away from SHA-1 and use an 

algorithm with greater collision resistance such as SHA-2 [37]. In addition to MD5, the same 

measures to determine how effective SHA-1 is in respect to safely storing passwords will be used 

for comparison. Today, with this published information on MD5 and SHA-1, the algorithms are 

still the most commonly used even with the knowledge of MD5’s security vulnerabilities and 

SHA-1 becoming weaker over time. As of currently, the replacement of MD5 to another more 

secure cryptographic hashing function is far from completion let alone SHA-1, which has barely 

started [20].  

3.2.5 Conclusions on Cryptographic Hashing 

Inclosure of this section, the information covered was an introduction and definition of 

cryptographic hashing, the applications of the algorithms, their associated requirements, and 

current research on the weaknesses of MD5 and SHA-1. The primary weakness of the algorithms 

being failure to satisfy collision resistance is detrimental and can lead to attack scenarios with the 

application of digital signatures. In regards to passwords, known research on the other 

requirements being proved false has not been shown, nor has there been a collision for a given 

range of potential passwords. In order to prove these algorithms are not suitable for password 

storage, a comparison based on their performance in attack scenarios will be discussed and 

analyzed in the next section.  

3.3 Methods to Compromise Cryptographic Hashes 

As the currently known weakness of MD5 and SHA-1 were discussed previously, this section will 

aim to illustrate how potent and ineffective these functions are when faced with attack scenarios 
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for securely protecting a user. Methods used to recover plain text from hash values and their 

adequacy with respect to MD5 and SHA-1 are covered. Four simple methods for finding the plain 

text of password hashes, namely brute force, dictionary attack, lookup tables, and reverse lookup 

tables in addition to more advanced techniques such as rainbow tables and advanced dictionary 

attacks will be analyzed.  

3.3.1 Resources 

At the most fundamental level, the degree of complexity associated with determining a password 

revolves around the duration of time required to crack the hash value successfully. To achieve such 

a goal, the resources necessary would be hardware, software and/or any background information 

such as possessing the hash values themselves, and the security parameters implemented on the 

developer’s end [24]. Thus, more sophisticated technology and qualitative resources at the disposal 

of a potential attacker will result in a more efficient approach to password cracking.  

Only two types of approaches exist in regards to password cracking: online and offline attacks. 

Online attacks simply states the attacker will take a potential username and attempt to log-in to the 

system when it is currently live by any means necessary. An offline attack is a scenario when an 

attacker has acquired a copy of a system’s database contents and proceeds to employ attack 

techniques on the password file/table [24]. The primary difference between the approaches is a 

limited number of attempts and time (assuming the system is setup correctly) in comparison to an 

unlimited number of attempts and time, respectively. 

3.3.2 Brute Force Attack 

One of the most fundamental, yet common attacks when cracking passwords is the brute force 

attack. Brute force does not entail of any elaborate complex algorithms or techniques to crack 

passwords; rather, it takes the approach of trying every possible combination of characters until 

the desired result is reached. Given a hash value of a four-character password the brute force 

implementation would start at “aaaa” then increment by one letter each iteration until the 

password’s hash is reached, revealing the plain text. Specifically, brute forcing a password should 

only be applied in offline attacks, as a typical online system would not allow an unlimited number 

of password attempts for a given user account.  
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Despite all other techniques, a brute force attack will always crack a password; it is just a matter 

of how long it will take. Three primary questions need to be asked before considering this type of 

attack: how much time is needed, how many possibilities can be tested every second, and how 

many combinations are there [24]. The answers to these questions will depend heavily on whether 

or not this approach should be considered. With this said, the more powerful an attacker’s 

computer or the number of resources he or she has available, the easier brute forcing a password 

will be for them. Thus, the trade-off of this technique is a guaranteed result, at the duration of time 

required to acquire the outcome. 

Brute Force Results on MD5  

Based on MD5, the effectiveness of a brute force attack will be analyzed in unique scenarios where 

two theoretical attackers have a different number of resources available. Specifically, the resources 

used are graphical processing units (GPUs) where the number of MD5 hashes generated a second, 

will be analyzed. The first attacker’s resources are two ATI Radeon 7979 cards while the second 

attacker’s resources are five servers equipped with 25 AMD Radeon GPU’s communicating over 

InfiniBand switched fabric [24]. The results are as follows in Table 3-10. As the results were 

acquired from two difference sources, the choice of algorithms differed. The exact match-up of 

algorithms is not present because of this. The most prominent factor is the comparison between 

MD5 and SHA-1 for this literature. According to these results, the first attacker would be able to 

brute force: 

 All six character passwords in 47 seconds. 

 All seven character passwords in 74 minutes. 

 All eight character passwords in 465 days.                                                                  

Algorithm Tries/Second Algorithm Tries/Second 

MD5 23,070.7 M/s MD5 180,000 M/s 

SHA-1 7973.8 M/s SHA-1 63,000 M/s 

SHA-256 3110.2 M/s LM 20,000 M/s 

SHA-512 267.1 M/s SHA-512crypt 364,000 

NTLM 44,035.3 M/s NTLM 348,000 M/s 

DES 185.1 M/s Bcrypt(05) 71,000  
Attacker 1 Results [25]                    Table 3-10 Hashes per second results between two attackers                   Attacker 2 Results [24] 

Referring back to the statistics on password length in section 3.1.5 for rockyou.com, attacker one 

would be able to crack all passwords less than eight characters being 33.00% of users slightly over 



33 
 

 
 

an hour. Since 26.00% of the users of the website used only lower alpha passwords and 2.76% 

used only mixed alphanumeric passwords, the results differ tremendously if attacker one only 

covered this character set on the 28.76% of users.  

 All six character passwords in 3 seconds.  

 All seven character passwords in 4 minutes. 

 All eight character passwords in 4 hours.  

 All nine character passwords in 10 days.  

 All ten character passwords in 625 days. 

Attacker two’s results in comparison would be dramatically faster; with 7.8 times (based off of the 

number of MD5 operations per second) the computational power of attacker one, all eight character 

passwords containing all character types could be cracked in 59.6 days. In addition, all ten-

character passwords consisting of only mixed alphanumeric could be iterated through in 80.1 days. 

It is worth noting the significant differences between the slower hashing algorithms in the results, 

namely Bcrypt (discussed in section 3.4).  

Brute Force Results on SHA-1  

Regarding effectiveness, a brute force algorithm applied to SHA-1 has the following results 

based on all the criteria in the previous section. The data for attacker one is as follows:  

 All six character passwords in 135 seconds. 

 All seven character passwords in a little over three hours.  

 All eight character passwords in 3.6 years.  

 All six character passwords in 8.67 seconds (Upper/Lower/Digits). 

 All seven character passwords in 11.56 minutes (Upper/Lower/Digits). 

 All eight character passwords in 11.56 hours (Upper/Lower/Digits). 

 All nine character passwords in 28.9 days (Upper/Lower/Digits). 

 All ten character passwords in 5 years (Upper/Lower/Digits). 

With attacker two’s computational power being 7.8 times greater, they could crack all eight-

character passwords of every character set for SHA-1 in 168.4 days and all ten character passwords 
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consisting of only mixed alphanumeric in 233.97 days. This is one example, which illustrates the 

relation between the implemented hashing algorithm and the complexity of the user’s password.  

It is quite evident the users with passwords of the greatest length will be targeted last 

chronologically in a brute force attack, as every password of a length below will be revealed first. 

With the comparison of time to crack all passwords of length eight involving every character set 

being 59.6 days to 168.4 days with MD5 and SHA-1 respectively, the latter choice clearly offers 

more protection due to slower hashing. If a user were to create a password of length eleven they 

would be out of the scope for being compromised for at least a decade against a brute force attack 

in this scenario. 

3.3.3 Dictionary Attacks  

With the knowledge of the lengthy time constraints affiliated with a brute force attack in certain 

circumstances, a less time consuming yet effective method to apply is a dictionary attack. The 

attacker first gathers the passwords with the highest potential in a list (the dictionary) then applies 

an implementation to test them one by one [24]. The dictionary could consist of a large variety of 

possible passwords including but not limited to the top passwords found by various Google 

searches, multiple dictionaries such as Wikipedia’s, or any potential passwords the attacker might 

add as candidates.    

Typically, prior to a brute force attack, an attacker will attempt a dictionary attack as the number 

of possibilities in comparison to the largest dictionaries will still be less than that of a brute force 

approach. In accordance with the types of approach, a dictionary attack will have a greater degree 

of success in an offline attack, which is under the assumption a system is setup to send security 

alerts after an extended number of attempts on a given account or from a specific IP address [24].  

The primary advantage of this type of attack is the low duration of time it needs to complete.  In 

comparison to a standard brute force attack, which focuses on searching a large proportion of the 

keyspace, the dictionary attack only attempts the possibilities most likely to succeed. Utilizing this 

attack generally results in success due to the tendency of users choosing short passwords [40]. 

Again, referring back to the user password complexity study, this statement yields to be true. 
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Advanced Dictionary Attacks  

The area where simple dictionary attacks fail to succeed is when users formulate passwords based 

on actual words with a syntax that is unorthodox to the word itself. This usually results when users 

replace specific characters of words with substitutions creating an identical word with letters, 

numbers, and symbols. Substituting letters in this manner is very popular amongst users and has 

its own name known as (“leet speak”). An example would be replacing the letter ‘a’ with a “@” 

sign or the letter ‘o’ with a ‘0’. Using the word “password” the leet speak representation would be 

“p@ssw0rd.” From a user’s perspective, this appears to be a clever technique to keep memorable 

passwords with the addition of strengthening them. On the other hand, an attacker can easily 

compensate by using an advanced dictionary attack. This attack lies between a simple dictionary 

attack and a brute force attack because an attacker would iterate through the entire original word 

list, replacing letters of each word with leet representations then using the modified word lists in 

addition to the original word list during an attack [24]. Analysis of password habits and a 

comprehensive understanding of user password generating habits benefit attackers greatly as they 

can easily enhance basic attack methods.  

Lookup Tables and Reverse Lookup Tables  

In computer science, a lookup table, as the name indicates, is used to look up particular items in a 

table data structure without searching for the item by traditional means; rather, searching is 

accomplished through an efficient indexing scheme. All elements in the table itself are indexed, 

allowing a rapid lookup of an item by searching for its key value, where the corresponding element 

location in the table is found [23]. The indexing scheme to map elements to indices is accomplished 

through a hashing function as explained in Chapter 2. 

Lookup tables are a common and very effective means to attack hashes as they are generated by 

pre-computing password hashes, then storing the mapping between the password plain text and its 

corresponding hash value. Commonly, an attacker will only create lookup tables based on a 

password dictionary as memory constraints become an issue when storing billions of 

password/hash value pairs. Based on the results from section 3.1.5 on user password complexity, 

creating lookup tables based on words would achieve the highest results. An example lookup table 

is displayed in Table 3-11. To use a table such as the one below a person would simply take any 

hash from a compromised user’s account, and then search through the lookup table for the 
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corresponding plain text password. Even if a lookup table contains billions of hash values, 

hundreds of hash values can be looked up each second, assuming the lookup table has a optimal 

implementation [22].  

Passwords Hash Values 

Password 5f4dcc3b5aa765d61d8327deb882cf99 

123456 e10adc3949ba59abbe56e057f20f883e 

12345678 25d55ad283aa400af464c76d713c07ad 

Qwerty d8578edf8458ce06fbc5bb76a58c5ca4 

Dragon 8621ffdbc5698829397d97767ac13db3 

Table 3-11 A Lookup table 

While lookup tables are very efficient in the mentioned manner, they are not applicable for storing 

plain text and hash value pairs of a given character set. If a person wanted to accomplish this, they 

would need to store every possible combination of characters for a particular length. This would 

cost an unreasonable amount of memory past six character passwords. From a firsthand 

calculation, six terabytes of memory would be required to store every possible combination of 

strictly lower alpha for a string of length eight. This excludes the hash value. To store 958 potential 

passwords with their associated hash value would be infeasible and cumbersome in terms of 

resources required and time.     

Reverse lookup tables, as the name suggests, is used to perform the opposite task of a normal 

lookup table. Instead of storing the plain text and hash value pairs, an attacker creates a normal 

lookup table of the compromised user account names and hash values, and then takes identical 

hash values common between unique accounts. These unique account names are then grouped with 

the knowledge all the accounts have the same password. No pre-computation is required when 

attacking the password file; instead, a password guess is generated along with its hash value, which 

is then compared to the hash values in the lookup table. If a match is found all the users with, the 

corresponding hash values are found, thus, allowing multiple users to be attacked simultaneously. 

In the lookup table in Table 3-12, if the password guess matched one of those hash values, the 

plain text password for all the associated users would be known.  
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Username Hash Values 

Bob, Alice 5e8f9593febf28839beb29c1cb84f182 

Mike, Joe, Rick fe2d5a2678b61a6dc1e113ddcc073bcf 

John 25d55ad283aa400af464c76d713c07ad 

Table 3-12 A reverse Lookup table 

Dictionary Attacks on Hashing Algorithms  

With the nature of dictionary attacks being focused on candidate passwords with the highest 

potential to be cracked, the cryptographic hashing algorithm implemented has only a slight 

significance on the effectiveness of such an attack. The impact the chosen algorithm would inflict 

is the duration of time needed for completion of pre-processing and the overall performance in 

regards to search speed. Referring back to Table 3-9 from section 3.2, the data generation of the 

algorithms is shown once again for reference below in Table 3-13. 

Since dictionary attacks typically cover the set of words in a given dictionary, in addition to the 

most frequently used passwords by users, the number of iterations required for searching is far less 

than that of a brute force attack. This is especially true with a binary search implementation. An 

estimate of a large dictionary attack would be upper bounds of 10 billion possible words. Even 

then, the duration of time to complete the attack with all four algorithms shown below in the chart, 

on a high-end system would be less than an hour (depending on the hardware used). Since the time 

required to complete this type of attack is not an issue, the success rate revolves heavily around 

the user choosing a password present in the lookup table or based on words. In this case, no hashing 

algorithm will effectively protect a user. An explicit password enforcement scheme is needed 

otherwise, as mentioned in section 3.4.  

    

   MiB/Second MB/Second 

 MD5 255 267.387 

 SHA-1 153 160.432 

 
SHA-256 111 116.392 

 
SHA-512 99 103.809 

Table 3-13 Comparison of data generation between hashing algorithms  
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A study performed by Joseph Bonneau in 2012, with the consent of Yahoo, analyzed 70 million 

passwords of the website’s users from dozens of subpopulation using different hacking attempts 

to develop a statistical analysis on the passwords. Bonneau’s dictionary attack parameter was using 

only 1000 of the most common words in the dictionary with a specialized algorithm to determine 

the plain text of the passwords. The algorithm was able to guess correctly 10% of the user’s 

passwords based on his chosen list. Across the multiple subpopulations, the password creation 

schemes were similar in nature without a deviance of a certain group creating a significant number 

of strong passwords. Bonneau concluded the weak passwords are an underlying problem as users 

are not able to manage the degree of difficulty associated with guessing their weak passwords [42].  

For firsthand experimentation on the effectiveness of lookup tables with a dictionary attack, the 

website Crack Station3 claims to contain every wordlist, dictionary, and password database leak 

the author of the website could find on the Internet, in addition to every word in the Wikipedia 

database and password lists from various database breaches. Applying different MD5 and SHA-1 

hashes (based strictly on English word combinations) the online application was able to determine 

fifteen character passwords in less than a few seconds.  

3.3.4 Rainbow Tables  

“A Cryptanalytic Time – Memory Trade-Off” was a paper published by Martin Hellman in 1980, 

discussing the precomputation of cryptologic functions with the intent of using the stored values 

to quickly look up others [67]. This technique became known as “rainbow tables” after 

effectiveness with lists of precomputed hashes to find others was successful [69].  

Unlike lookup tables, which store the hashes of each generated plain text in memory, rainbow 

tables store chains of hashes, which will be discussed shortly. As the main problem of lookup 

tables is memory, rainbow tables resolve this issue as they are a compromise between pre-

computation and low memory usage [8] [45]. In order to generate such a table two main 

components being a reduction function and a hash chain need to be implemented.   

Essentially rainbow tables are a pre-computation based approach to reversing hashes. Much pre-

computation is required to generate the tables, but the benefit is quite significant. The effectiveness 

is achieved post pre-computation. Searching for hashes throughout the tables requires significantly 

                                                           
3 Crack Station: https://crackstation.net  

https://crackstation.net/
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less computation than that necessary for the pre-computation of the tables and that of brute forcing 

a password [9].  

Reduction Functions 

The first component being reduction functions is the backbone of rainbow tables. In order to fully 

understand rainbow tables, one must comprehend the workings of the reduction function. As 

discussed earlier, a cryptographic hash function takes a given plain text and transforms it into a 

hash value where the result is a unique mapping representation between the plain text and the hash 

value. Reduction functions, on the other hand, can be thought to perform the opposite function as 

that of a cryptographic hashing function. Instead of mapping a plain text to a hash value, the 

reduction function uniquely maps a hash value to a plain text. In terms of similarity between the 

functions both are one way. Figure 3-16 illustrates a starting plain text, which is first hashed, then 

reduced. It is worth noting a reduction function does not reverse the given hash back to its plain 

text; it is not an inverse hash function. As mentioned previously a cryptographic hash function’s 

purpose is to generate a mapping between a plain text and a hash with the criteria of an inverse 

function being impossible to create. For example, take the hash of a given plain text, then use that 

hash as input to a given reduction function. The original plain text will not be the output, but rather 

some other plain text. It is important to note the output plain text is dependent on the parameters 

assigned to the reduction function; it is not random, but rather predefined [8] [45].  

 

                      Figure 3-16 The high level process of going from a plain text to a hash value back to a different plain text 

For instance, if the set of plaintexts for a given password is [abcde]{4}, where four represents the 

maximum length of a string derived from the set, to generate a rainbow table of all passwords in 

this set, the reduction function R () could have its parameter set to extract the first four characters 

of a given hash. If the input to the reduction function is, the MD5 hash of the plain text “pass” the 

output of the function would be “fdfa.” Thus, we have produced a different plain text from the 
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hash of the original plain text, which is the purpose of a reduction function. To generate the rest 

of the possibilities in this set, the result from the reduction function would be hashed, and then 

used as input to the reduction function once again. The process ends once the function has iterated 

‘x’ number of times, where ‘x’ represents the number of possible passwords in the set. The 

following shows a basic example of the process. 

MD5 (“pass”)  “966f77d7531f7a266beba3bada3894e6” 

R (“966f77d7531f7a266beba3bada3894e6”)  “fdfa” 

Hash Chains 

The second component of rainbow tables being the hash chains is a direct result from multiple 

iterations of the reduction function. A link in a hash chain is simply a plain text hash value pair. In 

the example above, one link would be the pair: (pass, 966f77d7531f7a266beba3bada3894e6). A 

subsequent link would be “fdfa” and its hash value. Through multiple iterations of this process, a 

hash chain can be generated. Every chain will always start at an arbitrary plain text and end with 

the hash value of the most previously generated plain text. Consequently, this only requires the 

starting plain text and ending hash value of a chain to be stored in memory. Through this, the pairs 

between the starting plain text and the ending hash can be stored abstractly with low memory 

usage. This factor is what allows rainbow tables to be very memory efficient as billions of hashes 

can be stored abstractly. Depending on the criteria of the rainbow table being generated, the 

number of pairs can easily be in the millions and upwards as the amount of memory for storing 

two strings is negligible [8] [45].   

In regards to the length of a hash chain, any number is viable, but typically, rainbow tables have 

hash chains of 1000 links upwards into the millions. Different hash chains can have a variance in 

length as well. The programmer could explicitly decide when a new chain would be started based 

on the rainbow table they are generating. For the reason of perspective regarding the size of 

rainbow tables, a typical table can be easily up to 300 GB covering tens of billions of different 

plain text hash value pairs. When generating a rainbow table, the goal is to try to cover 99.9% of 

the set for a given range of possible passwords. For illustration purposes, a rainbow table with its 

associated hash chains is displayed in Figure 3-17. It is worth noting rainbow tables get their name 
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from the use of a different reduction function being used in each chain where if the table entries 

were colored they would look like a long vertical stretch of a rainbow.  

 

Figure 3-17 Hash chains 

Rainbow tables are a tradeoff between time and memory. Specifically, when generating a rainbow 

table, an individual can specify a small set of chains with a large number of links. The result is a 

minimal amount of required memory, with the trade-off of additional computational time to search 

for a hash value. The other alternative is generating a large number of chains with a shorter number 

of links. This results in much more memory, but less time to search for a hash value. In both 

scenario’s ramifications, rainbow tables still require less time than a brute force attack when 

dealing with passwords past the length of six characters.    

Determining the Plain text from a Hash Value 

Once a rainbow table has finished generating, the table can be used to determine an unknown plain 

text from a given hash value. Although this is under the assumption, the plain text for the given 

hash exists within a chain.  To ascertain the plain text of a hash value from the hash chains, the 

following algorithm is used [8] [45].  
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1) Look for the given hash value in the list of final hashes, if the hash exists in one of the 

chains break out of the loop. 

2) If the given hash does not exist, reduce the given hash into another plain text, and hash 

the new plain text. Once the number of reductions exceeds the length of the static chain 

lengths in the table, exit the loop as the value is not in the table.  

3) Go to step 1. 

4) If the given hash matches one of the final hashes, the chain for which the hash matches 

the final hash contains the original hash. 

After a match is made, the starting plain text of that hash chain is retrieved. From here on, the 

specific chain is reproduced until the given hash is found in the chain while iterating. Once the 

given hash is found in the chain, its corresponding plain text is the previously generated plain text. 

For example, if the unknown plain text of the hash 0x1135 (shown in Figure 3-18, chain 2) is 

desired, the hash would be compared to all the end chain hash values being 0x18CB, 0xDEAD, 

and 0x33AD respectively. In this case, since none of the hashes match, 0x1135 would be reduced 

to the plain text “h4x0rz,” which would then be hashed to 0xDEAD. Through searching the end 

hash values of the chains once again for the newly generated hash value, a match is found. The 

chain’s starting plain text is obtained; being “Secure,” then would be hashed, and then reduced 

until the original hash value is found. Once 0x1135 is found the resulting plain text of this hash 

would be “J2nK4z” thus being the previous plain text.  

Problems with Rainbow Tables 

As rainbow tables are a significantly more effective approach compared to other password 

cracking methods, a few primary issues exist. To achieve results from rainbow tables, a person 

needs to be aware of when they should or should not use them based on the security measures 

implemented on hash values. Specifically, these issues are password salts, collisions, and 

guaranteed results.  

As discussed previously, a password salt is used to randomize the hashes to secure them further 

with the intention to achieve a greater number of unique hash values stored in the database. Since 

the result of salting a password has been generating a different hash value for the same password, 

rainbow tables become ineffective. Rainbow tables exploit the fact password hashes are generated 
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the same way, thus salting passwords detriment rainbow tables. The simple reasoning is because 

the salt is not known in advance and since rainbow tables are pre-computed, the attacker will be 

in the absence of a rainbow table with the used salt. Following is a scenario that explains this 

situation.  

An attacker has a rainbow table for eight character passwords and obtains a database with millions 

of hashes, which are determined to be salted with a ten character salt value, all being unique. Any 

user password being eight characters long now becomes 18 characters after the salt is applied. 

With the addition of ten characters added to the original password, the eight character rainbow 

tables become ineffective. To compensate for this, the attacker would need to regenerate a rainbow 

table for every single salt used for each password. This severely inconveniences the attacker as to 

crack one password they would need to generate an entire rainbow table. It is worth mentioning 

the longer the salt value, the more time is required to generate a rainbow table or lookup table. If 

the salt was only three characters long, an attacker could easily generate a lookup table for every 

possible salt.  

Collisions discussed in section 3.2 are the second problem for rainbow tables as ironically an 

algorithm which generates collisions becomes more secure in regards to rainbow tables that is. In 

the event multiple plaintexts map to a single hash value, the hash chains of a rainbow table will 

eventually converge into one. This can be seen in Figure 3-18. In addition, loops become another 

issue. If two plaintexts in a chain are hashed to the same value a loop will occur where the same 

plain text-hash value pair are generated over and over again until the chain ends [8] [45]. 

Lastly, unlike a brute force algorithm, there is no guarantee a rainbow table will find a hash match 

in one of its chains. This means a password will only be located if it exists in the search space. The 

algorithm is problematic when it comes to coverage of all possibilities, as it is very difficult to 

ensure all passwords have been generated. However, very high success probabilities can be 

achieved, and the search time is significantly less than a brute force algorithm [9]. 
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Figure 3-18 Collision in a rainbow table 
 

Rainbow Table Effectiveness  

As mentioned, rainbow tables are not guaranteed to obtain a password based on its search space. 

Either it is present in one of the table’s various chains or not. Although, with this said very high 

probabilities of success are achievable with the complement of the search time being significantly 

less than that of a brute force attack. Often, the percentage of a successful rainbow table attack can 

reach 99.9% or higher optimally [45]. Primarily, the effectiveness of rainbow tables is based on a 

few factors: 

 The hashes must be unsalted. Otherwise, rainbow tables become futile. 

 The success rate percentage, which should be typically 99.9%. 

 Whether or not the password lies in the keyspace. 

As there is an absence of reports for rainbow tables indicating their successful results in cracking 

hashes, the analysis of effectiveness with this attack method will have to be carried out based on 

generation of rainbow tables first hand. Alternatively, and individual could use the websites Project 



45 
 

 
 

Rainbow Crack4 and Free Rainbow Tables5 to download rainbow tables. Each site contains over 

10 TB of pre-computed data covering various hashing algorithms. The largest amounts of data are 

associated with MD5 and SHA-1 as seen in the tables 3-14 and 3-15 (Appendix G).    

 

Table 3-14 freerainbowtables.com MD5 Rainbow tables for download [70] 

In the Table 3-14 and Appendix G, each row represents a different rainbow table covering a diverse 

range of password lengths represented by the digits after the ‘#’. A focal point is some of the tables 

cover up to ten character passwords. The second website illustrates proof of the success, as there 

are three links to YouTube videos where two of the links are for MD5 and SHA-1 hash values. 

The videos demonstrate a program utilizing the rainbow tables to determine the plain text of a 

given hash value. As far as the results of the videos are concerned, in nine minutes, an eight-

character MD5 password covering all 95 possible characters was cracked. In eleven minutes a 

different eight-character SHA-1 password with the same character set was revealed as well.  

Due to a lack of available statistics on the successes and effectiveness of rainbow tables, Chapter 

5 will present the first hand experimentation of utilizing a special piece of software known as 

“rainbowcrack” to generate then search through the tables. Furthermore, results and analyzation 

on the experiment are discussed afterwards.  

                                                           
4 http://project-rainbowcrack.com/  
5 https://www.freerainbowtables.com/  

http://project-rainbowcrack.com/
https://www.freerainbowtables.com/
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3.3.5 Conclusions of the Attack Methods  

In conclusion of this section, multiple unique attacks commonly used by potential attackers were 

discussed, namely, brute force, dictionary, advanced dictionary, lookup tables, reverse lookup 

tables, and finally, rainbow table attacks. Based on these overall results, it has become clear MD5, 

and SHA-1 are not acceptable for the application of protecting passwords, not because of their 

cryptographic weakness, but rather due to their outstanding speeds at generating hash value data. 

The throughput these algorithms are capable of producing is beneficial to optimize server 

performance, although, the tradeoff is providing optimization to potential attacks on innovative 

technology. With hardware becoming cheaper and faster, the algorithms will only continue to 

deteriorate as the processing of billions of hash values per second will only increase.  

In parallel, since users maintain the same weak password schemes as time goes on, the cracking 

of password hashes will only become easier for attackers. In addition, the vast amount of pre-

computed data available to assist attackers such as the copious amount of terabytes available for 

rainbow tables to be downloaded extends the potency of the algorithms in the event of an attack. 

The next section will discuss countermeasures, which can be taken to mitigate the mentioned 

approaches. 

3.4 Effectively Securing Passwords 

This section presents a known technique to effectually protect against rainbow tables, lookup 

tables, reverse lookup tables, and dictionary attacks by increasing the duration of time required to 

perform the attacks making them less effective. Following is an alternative means to store 

password hashes using key derivation algorithms, which drastically detriment brute force attacks 

and the other methods discussed. On the developer’s end, implementing these alternatives will 

provide a strong degree of protection from a standard cryptographic hashing algorithm 

implementation.  

3.4.1 Salting and Peppering Passwords 

Salting a password, is simply concatenating a random string with a plain text to add a significant 

degree of complexity to offline attacks such as password guessing [21]. Peppering a password is 

the same process as salting with the difference of adding the random string in front of the password 

as opposed to concatenating to the end. The difference can be seen as follows: hash (password + 
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salt), hash (pepper + password). It can be said salting is appending, and peppering is pre-pending. 

Unlike the plain text password, the salt does not need to be hashed and can be stored in a separate 

field, in plain text alongside the hash value in the database.  

This is necessary in order to create a mapping between the salt and the password. Salt values can 

be stored in plain text because an attacker will not know the value in advance. This means they 

cannot perform pre-computation on the hashes. An example is shown in Table 3-14. Before the 

entered password is used as input to the cryptographic hashing algorithm, the salt for that particular 

user is retrieved then augmented to the password itself. Once the augmented password’s digest is 

generated, the comparison between the stored digest can be processed [21]. A high level of this 

process is illustrated in Figure 3-19.  

Username Password Salt Value 

Joe 47e6bfad7dca424663c113a23a3cb7e8 8dfj2ndif782hf9s8 

Bob 68e36741a1c43857117b943a41381a53 MNJdus8adHDdsf7s2 

Alice fe0cdb0dc63fb53087e4beec1e4eeed4 Jdj3P9d4kjdJd827f 

Table 3-16 Illustration representing how a salt value is stored 

 

 

Figure 3-19 A high level illustration of how a password is salted 

An important factor to keep in mind about salting and peppering is the process does not increase 

the complexity of a password itself. In other words, the method does not convert a weak password 

into a strong one. As an example, if a password is three characters long and the salt is twenty 

characters, then the entire length of the password is now twenty-three characters. This may seem 

like the process is strengthening the password, but if an attacker generates a lookup table for all 
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possible three character passwords with the twenty character salt appended, the time needed to 

obtain that password is not any more significant than the time it would take to reveal the password 

without the salt. Since the salt is in plain text, the attacker can easily use it to generate a lookup 

table with the salt value. Therefore, the work factor for revealing the password of a particular user 

remains unchanged, however, the work factor to generate password hashes, then compare them to 

the hashes in the database is increased significantly [21].  

The primary benefit of adding a salt or pepper is the preemptive outcome to lookup tables, reverse 

lookup tables, and rainbow tables. All these become ineffective because the salt value is not known 

in advanced by the attacker. In the circumstance a database is compromised, the attacker would 

need to generate an entirely new set of tables to attack the password file or resort to a brute force 

attack [22]. If a random salt is generated for each individual user, an attacker would need to 

regenerate a separate lookup table or rainbow table for each user as the salt values vary. Using the 

exact same salt for every user would require an attacker to regenerate only one version of the 

desired table. Thus, unique salts add an unequivocal degree of additional computation required by 

an attacker. For this reason, pre-computation becomes ineffective; meaning rainbow tables, reverse 

lookup tables, and lookup tables are of no use.  

In both scenarios of regeneration or brute forcing hash values with salts, the factor of time to reveal 

the hashes is tremendously increased. It is worth noting salts against brute force attacks become 

ineffective against well-funded opponents. With a computer cluster of GPU’s or servers with the 

ability to try billions of combinations a second, a salt will not make much of a difference at that 

point. A second benefit of applying a salt or pepper is an extra layer of security added to passwords, 

which are common among different users. Since a salt modifies the password before being hashed, 

identical passwords on different accounts with unique salts will hash to unique values. This means 

if one account’s hash value in a set of many with identical passwords is revealed the passwords of 

the other accounts will remain masked [21]. An example of this benefit is shown in Table 3-17.  

Hash(“Plain text + salt”) Resulting Hash Value (SHA-256) 

Hash(“hello”) 2cf24dba5fb0a30e26e83b2ac5b9e29e1b161e5c1fa

7425e73043362938b9824 

Hash(“hello” + “QxLUF1bgIAdeQX” ) 9e209040c863f84a31e719795b2577523954739fe5

ed3b58a75cff2127075ed1 
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Hash(“hello” + “bv5PeSMfV11Cd”) 5142a44801862fd2024bdf6c8fdf0d7fbddab31041

794640ca4bb6f46ae000e5 

Hash(“hello” + “YYLmfY6IehjZMQ” ) a49670c3c18b9e079b9cfaf51634f563dc8ae3070d

b2c4a8544305df1b60f007 

Table 3-17 Different hash values for the same password with a salt applied [22] 

Regarding the length of a salt value, short salts are less effective as the number of possibilities to 

unmask a hash value is reduced, thus, giving an attacker less time needed to acquire a result. The 

consensus on this matter is the length of the salt should be the same size as the output of the hash 

function. In the case of SHA256, which is a 256-bit hash, the salt should be at least 256 bits or 32 

bytes [22].  

In the event, an attacker decides to utilize a dictionary attack; a salt value will only apply a minimal 

degree of ineffectiveness to the attack. Since dictionary attacks can be very fast depending on the 

word count in the list, an attacker would only need to take the salt value and append it to the words 

in their dictionary. Following, they would then use the result as a parameter to the hashing 

algorithm. Instead of regenerating the word list, the attacker would only need to compare the new 

hash value from their word list to the hash value stored in the database. The resulting attack 

becomes a hybrid between a dictionary and a brute force implementation. In comparison to 

regenerating large rainbow tables of hundreds of gigabytes worth of data to applying a unique 

dictionary attack to every individual user, the latter is much more desirable, even with adding ‘n’ 

to the number of dictionary attacks required, where n represents the number of compromised users. 

The time difference between the two differs exponentially.   

Using Salts with MD5 and SHA-1 

As it has been shown how salts can counteract potential attack methods, MD5 and SHA-1would 

be improved explicitly with increased resistance to the associated mentioned attacks protected by 

salts. Different variations of applying the salts are shown below. Again, brute force attacks would 

not be protected against in this case, if an attacker acquired the specified way the passwords were 

hashed, they could alter their brute force attack to be optimized with the salt variation. This would 

mean very little to well-funded and motivated opponents with multiple servers at extensive 

processing power. 

 hash = Hash (password + salt)  



50 
 

 
 

 hash = Hash (Hash (password) + salt) 

 hash = Hash (Hash(password + salt))   

An analysis report on the security of MD5 in 2013 [17] stated the countermeasures such as 

increased password length, the various ways of salting, improving the overall algorithm, iterative 

hashing, and key stretching, for example, can be taken to increase resistance or completely 

counteract the attacks. While all these measures are applicable to SHA-1 as well, if an attacker 

were to obtain the knowledge of how the algorithm was improved, this would aid them to reverse 

the measures and ultimately revert back to the problem of determining the MD5 or SHA-1 hash 

value through brute force or dictionary attacks if necessary. Regardless, while it is true these 

approaches improve the algorithms; it is aimless and non-pertinent to apply these measures to 

outdated functions when they could be applied to more secure and modern functions such as the 

SHA-2 family. With respect to the report, the improvement methods discussed are a great resource 

to improve password protection further, although to achieve the highest degree of password 

security a very secure base algorithm for hashing needs to be implemented. 

3.4.2 Enforcing Password Requirements 

Protecting users on the developer’s end should be one of the highest priorities during development. 

Assuring a user their information is protected and the overall system can be trusted, is a main 

requirement for applications today. Unfortunately, a developer cannot passively protect their 

system from dictionary attacks in the event of a breach. Passwords chosen by users considered 

weak, based on words, are of short length, or have a possibilitly of existing in dictionary lookup 

tables generated by attackers will be at risk despite the cryptographic hashing algorithm 

implemented.  

As discussed, the cryptographic hashing algorithm will only affect the speed of the attack. In an 

offline attack, the time difference is meaningless to a motivated attacker. The only method to make 

dictionary attacks futile is enforcing users to choose strong passwords based on specific 

requirements during account creation. A developer should take the time to generate his or her own 

lookup tables of the most common passwords used, and various dictionaries to test if a plain text 

is vulnerable to dictionary attacks. A comprehensive list of names and locations should also be 

included in these lists. If a password contains any of these words, a flag should go off notifying 

the user during account creation. Alternative means to generate passwords such as passphrases 
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discussed in section 3.1 should be mentioned to users. A component, which displays the strength 

of the password, should be shown to a user as part of the webpage for account creation. Examples 

of such an interface can be seen in account creation for a Hotmail or Google account. According 

to Microsoft, the requirements to make a strong password, which should be enforced, are as 

follows:  

 Is, at least, eight characters long. 

 Does not contain your username, real name, or company name. 

 Does not contain a complete word. 

 Is significantly different from previous passwords. 

 Contains characters of uppercase letters, lowercase letters, numbers, and symbols [43]. 

Applying these requirements in addition to the lookup tables to test if a password contains words, 

a very effective enforcement for users to create strong passwords can be established. Through this, 

dictionary attacks become ineffective. Being proactive with password security can mean the 

difference between millions of compromised users to infeasible time constraints for attackers to 

determine multiple user passwords.  

3.4.3 Key Derivation Functions  

Unlike the message digest series and the secure hash algorithm family, which generate hash values 

efficiently and quickly, Key Derivation Functions (KDFs) were designed with the intention of 

generating output slowly. These algorithms are not classified as cryptographic hashing functions, 

nor were designed with the intention to be used in such a manner. KDF’s are used for encryption 

purposes, specifically referring to the key value discussed in Chapter 2. In short, a KDF uses the 

value of a given key as input, and then derives another key based on that input where the new key 

is of a greater length than that of the original in most cases [28]. This is known as key stretching, 

which strengthens a given key into a suitable candidate to be used for encrypting data.  

The purpose for a KDF is the same of that as weak passwords; weak keys for encryption are 

vulnerable to brute force attacks. A KDF’s input is the initial key, and the output is the enhanced 

key. Essentially, from a high level perspective, this type of function can be thought of similar to 

that of a cryptographic hash function. The primary difference is a KDF has specific randomness 

properties as an algorithmic requirement. The similarity between the two types of algorithms is 
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they are both incredibly difficult to reverse. Thus, valid KDFs can be used for storing passwords 

as an alternative cryptographic hashing function.  

The main benefit of using these types of algorithms as an alternative is the ineffectiveness provided 

towards brute force attacks. In essence, the functions are capable of deliberately increasing the 

duration of time required to produce an output by adding a specified number of iterations to the 

algorithm (typically i10). Through this, the algorithm will keep on performing operations based on 

the previous output of each iteration until the final output is reached. Not only this, the algorithms 

require salts to be used as parameters implicitly before execution, adding the security benefits of 

salts automatically. This means brute force attacks, dictionary attacks, rainbow tables, look-up 

tables, and reverse lookup tables become near futile. Due to these desirable characteristics, the 

functions are excellent means for the applications of cryptographic hashing. It is worth noting, if 

these algorithms were to be implemented, the number of iterations specified as input should be 

significant to the point where performance on the user’s end will not be affected. 

Bcrypt and PBKDF2 

A key derivation function designed by Niels Provos and David Mazières in 1999 known as Bcrypt 

is built upon the Blowfish block cipher. Simply said, the Blowfish block cipher allows the 

algorithm to iterate slowly because it uses a slow key scheduler. For example, Bcrypt running on 

an AMD HD 7970 graphic card can only produce computations of about 4000 per second [27]. In 

comparison to the millions of hash values a second that can be generated with MD5 and SHA-1, 

the effectiveness of the algorithms slow computations can be seen. As input, the algorithm takes a 

password (key), iteration count (cost), and a salt. Since Bcrypt is classified as KDF, the output 

value in comparison to MD5, SHA-1, and other cryptographic hashing functions slightly differs. 

Each Bcrypt hash can be split into four different parts being: the modular crypt format token, the 

number of key expansions token, the salt value token, and the hash value token. An example of a 

Bcrypt hash value is broken up in Table 3-18 below. 

 

Bcrypt Output: 

“$2a$10$Nnfwu.Qgk2ehByz.rR5vbOMH5vQ8Rtcw8AWPZDDYHzyAzzIyE338W” 
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Bcrypt Output Parts Meaning 

$2a$ This hash string is a Bcrypt hash in modular 

crypt format. 

10$ 210 key expansion rounds (or iterations).  

Nnfwu.Qgk2ehByz.rR5vbO This is the salt value (22 characters base-64 

encoded, 128-bit salt). 

MH5vQ8Rtcw8AWPZDDYHzyAzzIyE338W This is the resulting hash (31 characters base-

64 bit encoded, 184 bits). 
Table 3-18 Associated meanings with the different parts of the output from Bcrypt 

To illustrate Bcrypt’s effectiveness as a potential candidate algorithm to be implemented in a 

system for securing passwords, Table 3-10 in section 3.3 displays the number of Bcrypt hash 

values, which can be generated per second over the five servers. In comparison to MD5 and SHA1, 

Bcrypt yields a 2,535,211: 1 and 887,323: 1, hashes per second ratio, respectively. Thus, it is 

evident the effectiveness of an iterative algorithm when faced with a brute force attack.   

Password-based key derivation function 2 (PBKDF2) was developed by RSA Laboratories’ 

Public-Key Cryptography Standards (PKCS) series. It is very similar to Bcrypt and is 

recommended by NIST. Like Bcrypt, the function requires an iteration count (cost), salt, and 

password (key) as three out of five of its parameters. The other two parameters are a pseudorandom 

function and the length of the derived key. Through being able to specify the value of key length 

(hash value), a developer can utilize this to optimize performance on their server(s). In addition, 

significantly long output values add more protection to the hash values themselves. An example 

of a PBKDF2 hash value with the assumption of an unknown pseudorandom function can be seen 

below. The parameters for PBKDF2 are as follows from [47]: DK = PBKDF2 (PRF, P, S, C, 

dkLen) where: 

 PRF is a pseudorandom function of two parameters with output length hLen.(Optional) 

 P is the master password from which a derived key is generated. 

 S is a sequence of bits, known as a cryptographic salt. 

 C is the number of iterations desired. 

 dkLen is the desired length of the derived key. 

 DK is the generated derived key. 
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A PBKDF2 example would be DK = PBKDF2 (PRF, “Password”, “xhsud7123”, 1000, 64) where: 

“Password” is the user’s password, “xhsud7123” is the salt value, 1000 is the number of iterations, 

and 64 being the number of bytes for the output key. The resulting derived 512-bit key is:  

“3688b0b6be7a0e6757b3ecbec7ea46bc3f6d0500b617f7e3dd9fdf7f8d21041c6183950b110a3eba

605e7c9236ae9688be9a90e73e1ae9e124aefbb1abfa0c15”. 

 

As these algorithms lack popularity, not because of their credibility to hashing passwords but rather 

a knowledge aspect, potential attackers tend to overlook these hashes when they can focus their 

efforts on cracking hashes that are more vulnerable. If a developer wants to implement these 

algorithms for a system, it is recommended further research should be undertaken. To achieve the 

added benefit of slow hashing to the standard recommended algorithms such as the SHA-2 family 

a technique known as iterative hashing can be applied. To apply iterative hashing simply, all that 

is required is a loop structure around the call to the hash function with the number of desired 

iterations. An example can be seen below in Java. By adding additional tens of thousands of 

iterations, a recommended cryptographic hashing algorithm can be slowed significantly. 

String password = “user-password”; for (int i = 0; i<10000; i++) password = getMD5 (password); 

3.4.4 Conclusions on Effectively Securing Passwords  

Through applying a salt or pepper value, enforcing a password strength scheme in a system, adding 

additional iterations to a standard cryptographic hashing algorithm, or implementing a KDF can 

significantly increase the overall security a system provides for both the users and developers. The 

various mentioned attacks discussed in the previous section can become near futile if proper 

measures such as the ones presented, are taken to ensure the highest protection for hashes in the 

back end database. Nearing the end of this chapter, the next section will report additional cases 

where a system using MD5 or SHA1 was compromised. The results of the attacks prove further 

the functions inadequacy. 

3.5 A Few Results on Attacking Unsalted MD5 and SHA-1 Hashes 

Referring back to the Ashley Madison hack, the individual responsible for implementing the 

password protection scheme decided to use two cryptographic hashing algorithms being Bcrypt 

and MD5. Assuming MD5 was the first algorithm implemented, the decision of using Bcrypt was 

a proactive approach to protecting the users. On the other hand, the missing step that led to the 
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website’s security failure was not emailing a password change request to the users whose 

passwords were hashed with MD5. If the emails were sent, the developers could have required 

those users to change their passwords in order to eliminate the stored MD5 hash values stored in 

the database.  

Due to this, when the website’s hashes were compromised, 11 million unsalted MD5 hashes ended 

up being cracked by CynoSure Prime in just ten days. In contrast, when a blogger attempted to 

crack the Bcrypt hashes, only 4000 were revealed in a week [7]. Those passwords were most likely 

the weakest. In this case, it is easily seen the security difference between the two algorithms based 

on an 11 million to 4000 revealed password ratio. The primary advantage of KDF’s is the ability 

to set the number of iterations; the higher the cost value the most computationally expensive it is 

to crack the hashes.  

Alternative examples of websites using no salting with MD5 and SHA-1 are LinkedIn and 

eHarmony, respectively. LinkedIn was hacked on June 6th, 2012, utilizing unsalted SHA-1 

resulting in 6.5 million hashes uploaded to the Internet. A consultant from Kore Logic Security 

was quoted to having cracked 55% of the 6.5 million in 24 hours. E-Harmony was hacked on June 

5th, 2012 implementing unsalted MD5 where out of the 1.5 million hashes uploaded, 80% were 

cracked by Trustwave's SpiderLabs Blog in a reported 72 hours. Another case of SHA-1 with no 

salt values would be an Australian Broadcasting Company. Out of 50,000 hashes, 53% were 

obtained in 45 seconds by Troy Hunt [44].  

In a summary of over 40 compromised databases written in a report by Dennis Mirante and Justin 

Cappos [44] of the polytechnic institute of NYU, the minimal accumulated information on only 

26.5% of the databases was obtained. “Out of this percentage 11.8% of the websites reported their 

passwords were hashed and unsalted, 5.9% used salted MD5, 14.7% used unsalted MD5, 11.8% 

used salted SHA-1, while unsalted SHA-1, SHA-256 salted, crypt(3) salted, and Bcrypt each 

accounted for 2.9%. Plain text use was noted in 17.6% of the site breaches [44]”. Details on the 

list of hacked websites can be seen at [44].  

From this information, it is clear only a majority of websites use KDFs for their password hashing 

needs. This is more than likely due to a lack of knowledge on cryptographic hashing functions or 

negligence on the developer’s end. Furthermore, these results complement Appendix A showing 

the prevalent use of MD5 and SHA-1. 
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3.6 Current Security Conclusions 

In summary of this literature’s research objectives, the following conclusions can be established. 

According to the user password complexity studies, the password selection schemes a majority of 

users employs result in weak passwords. With an average password length of eight characters 

consisting of only lower alphanumeric characters, the risk factor with these associated accounts 

can become very severe due to the nature of fewer combinations available, as opposed to the other 

character sets. To counteract an attacker from the user’s perspective, a combination of the 

characters from all the character sets, with a significantly longer password, can mitigate the risk 

of vulnerability. The mentioned methods such a PsychoPass and lengthy password generation can 

accomplish this goal.  

Based on the research analysis, the cryptographic hashing algorithms MD5 and SHA-1 are not 

acceptable algorithms for current systems to securely store passwords. The two algorithms 

weaknesses to collisions are not a prominent factor in this reasoning. Simply, the algorithms 

throughput for hash value generation, memory-conservation, the vast amount of data available to 

assist in cracking the hashes, and the short output length of their respective hash values. When 

these aspects become apparent to cryptographic hashing algorithms, an attacker is able to compute 

the hashes of large quantities of passwords per second. This is especially true when using hardware 

like GPUs, where all eight-character lower alphanumeric passwords could be cracked in mere 

hours. With respect to weak passwords, the severe risk increases dramatically when these 

passwords are hashed with weak cryptographic hashing algorithms. The overall extent of 

protection varies from which hash function is used based on a time-memory trade-off.  

In regards to the developer’s end, one can effectively store and secure passwords as a secondary 

defense mechanism to improve the overall security of a system by applying salt or pepper values 

to the password hashes, modifying the implementation of the cryptographic hashing algorithms to 

become iterative achieving a higher duration of calculation time for hash values, enforcing strong 

password requirements, and through implementing a KDF as opposed to the standard algorithms. 

Consequently, the analyzed attack methods on password hashes such as brute force, dictionary, 

advanced dictionary, lookup tables, reverse lookup tables, and finally rainbow table attacks will 

become ineffective or completely futile ensuring the highest degree of protection in the event of a 
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comprise. In the next chapter, the latest cryptographic hashing algorithm will be discussed, as well 

as the current advancements and the future of authentication.  
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Chapter IV Future Authentication and 

Recent Developments 

Year after year, requirements for passwords have been an ever-changing part of information 

security as hardware and software evolve over time. As Gordon Moore theorized in his famous 

law, computers become faster over time, human brains do not. The time it takes to break a given 

password hash is directly correlated to the current speed of computational processing. In other 

words, the strength of a cryptographic hash function can be measured by the number of hashes, 

which can be generated for plaintexts in a given period. As time goes on, the functions become 

weaker due to computing devices becoming faster and cheaper allowing powerful computing 

resources to be much more accessible. Thus, it is natural these types of algorithms become 

inadequate throughout their lifespan. In order to compensate, a new generation of more complex 

cryptographic hashing functions must be designed and produced when a predecessor becomes 

insufficient for password security needs. The following sections will present the most recent 

cryptographic hashing algorithm, current authentication advancements, and the future of 

authentication, respectively.  

4.1 The Latest Cryptographic Hashing Algorithm 

On November 2nd, 2007, a public competition was announced by NIST to develop a new 

cryptographic hashing algorithm to be called SHA-3, for standardization. The purpose of the 

competition was a response to the advancements of cryptanalysis of hash algorithms. These 

advancements were namely the attacks in 2004-2005, where several cryptographic hashing 

algorithms were attacked; in addition to serious attacks, being publicized against NIST approved 

SHA-1. Furthermore, in the event the SHA-2 algorithms were compromised, SHA-3 would be 

readily available to take its place. The competition ended on October 2nd, 2012, where the 

announced winner out of 64 entries was KECCAK to be standardized as the new SHA-3. During 

2014, NIST published the Federal Information Processing Standard 202 (FIPS 202), “SHA-3 

Standard: Permutation-Based Hash and Extendable-Output Functions” [51] [54], where on August 

5th, 2015, FIPS 202 was approved indicating SHA-3 would be a hashing standard [53].   
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4.1.1 SHA-3 and KECCKA 

The SHA-3 family shares identical functions of the SHA-2 family, namely: SHA3-224, SHA3-

256, SHA3-384, and SHA3-512, where each function is based off an instance of the KECCAK 

algorithm [52]. With SHA-2, SHA-3 shares the same output scheme where the three-digit number 

in the function’s name represents its output length in bits. “In specific, KECCAK is a family of 

sponge functions. The sponge function is a generalization of the concept of cryptographic hash 

functions with infinite output and can perform quasi all symmetric cryptographic functions, from 

hashing to pseudo-random number generation to authenticated encryption” [55].  

At a high level, a sponge function shares the same functionality of a physical sponge, but with 

data. KECCAK being the sponge absorbs data into itself then; the data is eventually “squeezed” 

out, where the resulting output from the sponge is the hash value. The sponge implementation is 

unique in its design, as the traditional cryptographic hashing algorithms manipulate data through 

a more chronological approach.  

Furthermore, the designers of KECCAK mention three primary strengths of the algorithm being: 

flexibility, design, security, and implementation. These benefits were designed with the intent to 

withstand various attack methods against the algorithm. Details of these strengths can be seen at 

[55]. Most notably, the implementation strength is said to excel in hardware performance where 

in comparison to SHA-2 it can outperform the function by an order of magnitude. On Modern PC’s 

the algorithm is faster compared to the SHA-2 family and performs outstandingly when parallelism 

can be exploited.  

As concluded in the previous chapter, cryptographic hashing algorithms are typically optimized 

and fast unlike KDFs. SHA-3 may be very suitable for collision resistance in terms of a primary 

strength, although, in terms of password security, the developers implementing SHA-3 for a 

system cannot rely on their users to formulate secure passwords. Additional measures as discussed 

in section 3.4 would need to be applied as supplementary defense measures to protect user 

password hashes at the highest degree.  

4.2 Current Authentication Advancements  

In accordance with the Oxford English Dictionary, the definition of authentication is “prove or 

show (something) to be true, genuine, or valid, or more simply, have one’s identity verified.” Based 
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on this definition, it can be said passwords are a form of one-factor authentication technology 

where all, which is needed to validate a person, is the password itself. Thus, two-factor 

authentication (2FA), or two-step authentication, as the name suggests, is a technology where the 

identification of a user is based on the combination of two components. The components could 

range from what the user may know, a possession of the user, or anything, which is inseparable 

from the user. A basic example would be purchasing goods from a store; only the correct 

combination of a bank card and the associated personal identification number (PIN) will allow a 

purchase to proceed at checkout. 2FA is not new or recent; it is over a couple decades in age as 

the technology was patented in 1984 [56]. The age of the technology is not relevant; the 

significance of the technology lies in the various possibilities for unique 2FA applications, 

ultimately adding an extra security layer to protect users.   

4.2.1 YubiKey  

YubiKey, manufactured by Yubico is a hardware authentication device primarily used for the 

application of 2FA. The big name customers of the YubiKey range from Google (users and 

employees), Facebook (employees), the Department of Defense, GitHub, Duke University, and 

many other large software firms [58]. Specifically, a YubiKey consists of circuitry encased by an 

injection of a plastic molding where the exposed elements on the tokens consist of military grade 

hardened gold. The purpose of these physical attributes is to protect the key from internal damage 

or attempts to duplicate or record the token. A YubiKey is only powered through a universal serial 

bus (USB) port as the device itself is in the absence of batteries [57] [58]. The fourth generation 

YubiKey launched on November 16th, 2015 is shown in Figure 4-1. 

 

Figure 4-1 A YubiKey [57] 
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To securely allow users to log into their accounts, the YubiKey emits a one-time password (OTP) 

which is verified by the service. No drivers or special software is required for the YubiKey. Once 

the YubiKey has been configured with the desired account, specific information about the key is 

stored which is later used to validate the OTP upon subsequent logins. Web sites, which do not 

support OTP, can still integrate the YubiKey as 2FA because the key also allows for the storage 

of static passwords. According to Yubico [58], the information that makes up a YubiKey OTP 

consists of: 

1) The private identity of the YubiKey. 

2) Counter fields tracking how often the YubiKey has been used. 

3) A Timer field is tracking the time between generating each OTP. 

4) A Random number to add additional security to the encryption. 

5) A closing CRC16 checksum of all the fields. 

Since Google allows 2FA with the YubiKey for their users, an individual would log in to their 

Google account by first entering the associated username and password combination, once 

validated, the service will request proof of the presence of the associated YubiKey for the account. 

The individual would then insert their YubiKey to a USB port on their computer. Authentication 

is finalized when the user presses the button on the YubiKey, emitting the generated OTP. After 

the OTP is validated based on its properties mentioned above, the user will be logged into their 

account successfully and securely.  

The primary security benefit of the YubiKey is a user must have the key on them in order to log 

into a system. In the event a user’s password is compromised, the attacker would not be able to 

access the account unless they possessed the associated YubiKey. Granted this benefit, the user’s 

account would remain secure while giving the user the ability to reset their password afterward 

without any damage being done. Furthermore, any potential attack method on the password’s hash 

value becomes negligible.  

As YubiKey is a recent technology, but gaining popularity, only a handful of Internet Services 

supports the use of YubiKey such as Google Accounts, GitHub, Dropbox, LastPass, WordPress, 

and Code Signing. Regardless of operating system (OS), the YubiKey can be used to strengthen 

authentication on Windows, Mac OS X, and Linux. Other uses would be adding an extra layer of 

security to Password Managers, and Disk Encryption [58]. 
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4.2.2 Nymi  

Developed by a Toronto-based company known as Bionym, the Nymi is a lightweight wristband, 

which identifies and confirms a user through electrocardiogram (ECG) sensors that monitor 

heartbeat. The device was released early September 2014. Figure 4-2 illustrates a Nymi wristband. 

 

Figure 4-2 A Nymi wristband [66] 

 

The information gathered by the wristband is transmitted to devices ranging from iPads to cars. 

To register an identity, all a user needs to do is simply touch a sensor embedded in the top of the 

band for 2 minutes. During this time, the Nymi captures an ECG signature, where once stored will 

only recognize the unique biometric template. Once the signature is captured, a user can access a 

device by touching the top of the wristband for several seconds. As another sensor makes contact 

with the user’s wrist and retrieves its required data, it will communicate via Bluetooth to an app 

running on the device.  

The Nymi also supports gestures, including waves and flex of the wrist, to be used when unlocking 

specific doors of a car for example. After Nymi collaborated with Toronto-Dominion (TD) Bank 

Group and MasterCard, the wristband can now be used to authenticate payments as a wearable 

credit card. Once the wristband is removed, devices all devices linked to it will automatically lock 

[64]. Essentially, the band acts an extension of the user providing continuous authentication of 

devices and services, which are supported via Bluetooth [65].  
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4.3 Project Abacus the Future of Authentication  

Project Abacus is one of the most recent undertakings by Google’s advanced technology and 

projects group (ATAP), announced last year in May at Google I/O [62]. The project’s focus is to 

redefine the current approach to user authentication, such as passwords and 2FA primarily for 

smartphones. In other words, it’s Google’s attempt to depreciate the password with an entirely new 

form of user authentication.  

Project Abacus’ aim simply said, is to make a user entity the password itself by replacing the 

password with human interaction [61] [62]. The current research is a proposition to genuine multi-

factor authentication, incorporating a variety of factors combined such as location patterns, how a 

person talks, how a person walks, voice and speech patterns, an individual’s face, amongst other 

factors to identify a user. All this forms a unique usage pattern (trust score) for every user who 

becomes incredibly hard to fake for unwanted parties [61]. Unlike a password, this form of 

identification authenticates based on who the person is, not what they type.  

An obvious observation would be the dramatic difference in reliability as opposed to fingerprints, 

passwords, four-digit PINs, etc. The team mentions if for any reason the legitimate user cannot be 

identified based on their trust score, the alternate method to authenticate would fall back on 

requesting the password associated with the application. Most significantly, this proposed 

technology requires nothing more than a software update; no specific hardware is required, 

everything needed for operation currently exists in every modern smartphone [62]. 

4.4 Conclusions on Future and Current Authentication  

This chapter discussed the most recent cryptographic hashing algorithm used as a standard today 

as well as current authentication advancements and the future of authentication for 

smartphones/mobile devices. Without question, mobile devices today, are an ever-growing part of 

everyone’s life, and as the focus on different authentication means is clearly directed to these 

devices. It is only logical as individuals become more reliant on their devices. Thus, security 

becomes an important growing concern. 

On the other hand, aside from the YubiKey and the Nymi, authentication of user accounts 

regarding various websites has not seen significant innovations. Due to the nature of the overhead 

and challenge of identification from a client-server perspective, aside from the password, 
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developers would need to integrate 2FA such as the YubiKey to provide their users an additional 

layer of security. Otherwise, he or she would need to create their own authentication standard, 

which is highly ill-advised, as it is recommended to integrate methods approved and standardized. 

Until a new revolutionary standard is designed to completely  deprecate the password, it will 

remain as the primary standard for authentication. 
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Chapter V Attack Method 

Implementations  

This chapter will present the developed implementations of three attack methods mentioned in 

Chapter 3 to further illustrate the weakness of MD5 and SHA-1. The first section of this chapter 

will discuss the purpose of the implementations, the second section discusses the technology used 

to develop the attack methods, the third, fourth, and fifth section discusses the attacks, examines 

the steps taken for development, and conveys the accomplishments of the approaches with respect 

to the thesis. The last section is a conclusion on the results.  

5.1 Purpose  

As the primary objective of this literature is to bring insight on why MD5 and SHA-1 are no longer 

suitable for securely storing password hash values, three attack methods, namely a dictionary 

attack, rainbow table attack, and brute force attack have been implemented to acquire significant 

results regarding time complexity and storage with each algorithm. The acquired data will be 

compared to the algorithms SHA-256 and SHA-512, which are suitable for securing passwords. 

In real environments, these attacks are the most commonly employed by individuals attempting to 

crack hash values, thus, they are suitable for implementation and demonstration. The steps taken 

for implementation of each attack will be explained in detail for the added benefit of 

comprehension for the reader. 

5.2 Technology  

The technology/software utilized for development of the attack methods were Hypertext 

Preprocessor (PHP), Hypertext Markup Language (HTML), Cascading Style Sheets (CSS), 

JavaScript, Java, XAMPP (Operating system, Apache, MySQL, PHP, and PERL), Large Text File 

Viewer (LTF), and RainbowCrack 1.6.1 (various packaged programs). Using these various 

technologies/software, a web application offering an interface to dictionary attack was 

implemented. The application allows a user to input either MD5 or SHA-1 hash values. Once the 

values are verified, a third party Java program was developed to perform a binary search across 

multiple files searching for the values. Post-search, the web application displays the results to the 

user.  



66 
 

 
 

Regarding the rainbow table attack method, the software known as RainbowCrack allows 

generation and searching of rainbow tables using one of various programs included in the software 

package. Specialized programs in the package utilize GPU acceleration as a means of searching. 

The primary benefit of this software package is the platform friendliness and the maximum 

utilization of the specified resource(s); different programs were included for GPU’s such as AMD 

and NVIDIA, and if a GPU was not present, another program was present to maximize utilization 

of the machine’s central processing unit (CPU) for searching through the generated tables.  

Lastly, the brute force attack method was implemented with a generic brute force attack running 

on a single core of execution, and a sophisticated machine dependent brute force scaling attack, 

involving multithreading to take advantage of all available processors in a given system. These 

implementations, were developed using Java. Both brute force attacks acquired results which are 

used for comparison purposes to the associated cryptographic hashing algorithms. 

5.3 Dictionary Attack Implementation 

This attack method is the first course of action an attacker would undertake on a set of given hash 

values, in order to firstly eliminate the weakest passwords in the set. To implement such an attack, 

four primary steps are required.  

The first step to creating a dictionary attack is gathering a set of candidate plain text passwords 

with the highest potential of success. As the purpose of this attack is to exploit users who employ 

weak password schemes such as including words, common phrases, using similar or the same 

passwords across various accounts, or appending well known strings to the passwords such as 

“123”, any plain text with some sort of corresponding meaning is acceptable. Generally, any 

words, phrases, common combination of words, geographic locations, places, brands, and names 

should be included in the attack files. The larger the set of files including these candidate plaintexts, 

the higher probability a given hash value will be cracked when searching through them. 

Specifically, the entries in the researcher’s attack files include, but are not limited to: 

 Leaked passwords from Rockyou.com (2009), MySpace.com (2006), Hotmail.com, 

Faithwriters.com, Elitehacker.com, Facebook.com (2010), and Singles.org (2010). 

 Leaked Facebook first and last names (over 100 million). 

 World cities, countries, states, and other geographic locations. 
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 The English, Italian, and Polish dictionary (Over 3 million total words). 

 The top 100 password lists of the last decade. 

 Word lists used by popular password cracking software such as John the Ripper and Cain 

and Abel. 

In summation, 18 gigabytes (GB) of data was assembled after five hours of searching and 

downloading. This resulted in over 1.3 billion entries in total. It is worth mentioning this amount 

of data for a dictionary attack is quite small-scale as large-scale dictionary attacks can easily reach 

up to 200 GB worth of plaintexts (11 billion entries). Once all candidate entries are gathered, it is 

best practice to merge all the files together for simplicity. Merging is accomplished by simply 

using the command “for %f in (*.txt) do type “%f” >> output & echo: >> output” in the respective 

directory of all the files through command prompt. Through this, all entries will be on separate 

lines. With this amount of data, the merging process required three hours of processing.  

Post completion of merging, the second step is to generate and store the entries’ respective hash 

values with the cryptographic hashing algorithm(s) of choice. This step’s reasoning is to create a 

non-sorted lookup table of all the entries. For the purpose of this literature’s focus, generation and 

storage of the corresponding MD5 and SHA-1 hash values for each entry was undertaken. Using 

the programming language Java, a customized program read in all 1.3 billion entries line by line, 

then, generated and stored the mapped hash values for each algorithm in two separate text files in 

separate folders as (Hash Value, Plain text) pairs.   

The entire process of generating the values for each algorithm completed after six hours of 

computations, the MD5 file was 62 GB while the SHA-1 file was 73 GB. With text files of this 

magnitude, specialized software is required to view each file’s contents. A program known as 

Large Text File viewer (LTF) is designed to meet these need and was applied when required.  

To further increase the probability of success in a dictionary attack, an attacker at this point can 

regenerate, then rehash the original plain text file with all uppercase letters, lowercase letters, a 

mix of both cases, “lees speak” representations of the plaintexts (Advanced Dictionary Attack), 

and make any appending or prepending to the entries. The significance is to cover as many 

different variations of the original plain text file. Regarding the storage impact on the inclusion of 

the mentioned variations, the summation of data can easily reach five times more hard disk space 
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and computational time. For instance, if the mentioned variations for both MD5 and SHA-1 were 

taken, the hard drive space needs would rise to roughly 816 GB from 136 GB. Although, with the 

cheap cost of hard drives today, this is negligible in comparison to the additional time required for 

generation. The original file must first be regenerated for the variation, then the consequent file 

would need to be rehashed for both MD5 and SHA-1. The time for this process could reach up to 

thirty hours of processing. It is worth noting the lengthy time duration arises from the CPU being 

limited in utilization due to the speed of writing and reading from the hard drive.   

Once the lookup tables are completed, the next step is to sort all the entries. This step is necessary 

to achieve optimal conditions for performance when searching through files of this size degree. A 

sequential search is not ideal as one hash value could take an extended duration to find with this 

much data. Using a Java implementation, another customized program read in all entries from the 

massive lookup tables in a binary search tree (BST), then wrote the entries to a file using a 

recursive in order traversal of the BST. One primary benefit is all duplicates within each file were 

removed.  

With a limitation of 8 GB of DDR3 random access memory (RAM), the researcher chose to break 

up the massive lookup tables into 130 unique text files by loading 10 million entries at a time in 

the BST. Since there is a limit to the amount of heap-space the Java Virtual Machine assigns to a 

Java program, a bypass is needed to load exactly ten million entries at a time. To accomplish this, 

the program can be executed through the command line. The amount of memory issued by the 

argument “–Xmx7g” (Max heap space = 7 GB) satisfied this requirement. Again, this process 

occurred twice, once for the MD5 and the SHA-1 text file, totaling five and a half hours of 

processing time. Afterward, with the set of sorted text files, an additional program performed an 

external merge and sort on the set of files into one large sorted file for both MD5 and SHA-1. The 

entireties of all duplicates in the files were removed, leaving all unique hash value candidates. 

Finally, the large files were once again broken down into pieces of 10 million. The first and the 

last hash value of each file were used to index the files for searching.  

The fifth and last step is implementing a searching algorithm for the sorted lookup tables. The 

method of choice was employing a binary search directly on the text files. Applying an implicit 

search after loading the values would be inefficient because as all values are loaded into memory, 

a passive sequential search is undertaken. To overcome this, a binary search was implemented on 
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the text files externally, using Java’s random access file class. This object allowed the seeking to 

specific byte locations. When searching through the records in all scenarios, namely best, average, 

and worst, a time complexity of O (log (n)) was achieved. At most, a single file would only require 

29 iterations.   

The web application portion of the dictionary attack was used to receive input hash values of MD5 

or SHA-1 from a user, and then relay the results in a table to determine if a given hash was present 

in the dictionary attack files. PHP, CSS, HTML, and JavaScript were used to design the graphical 

user interface and validate input. Once the hash values were verified, the PHP side of the 

application would pass the values as arguments to a jar file (The Dictionary Attack), which would 

perform the search then return the output results back to PHP to be displayed using HTML. The 

next section discusses the results of the attack. It is worth mentioning the reasoning for storing the 

hash values into text files was for the basis of time and space in comparison. In real environments, 

a database would be utilized, as search times would be dramatically reduced.  

5.3.1 Dictionary Attack Results and Comparison 

The relevant results from the implementation of a sequential file search and binary search on the 

associated dictionary attack files, as discussed in the previous section, are illustrated in the tables 

below. The sequential search was conducted on two non-sorted text files containing all 1.3 billion 

entries for MD5 and SHA-1 with their associated plaintexts. The binary search was applied to 130 

sorted text files consisting of 10 million entries each with their mapped hash value/plain text pairs. 

The results of SHA-256 and SHA-512 are estimated based on the factor of additional work 

required with respect to SHA-1. Since a SHA-1 hash value consists of 40, while a SHA-512 hash 

value consists of 128, it can be said a SHA-512 hash value requires 3.2 times more disk space and 

time for searching in the scenario of a dictionary attack with both a sequential and binary search.  

Hashing 

Algorithm  

Number of 

Hashes to 

Search 

File Size 

(Approx.) 

Number of 

Iterations 

Time (Approx. 

Worst case) 

Time 

Complexity 

(Worst Case) 

MD5 10 63 GB 1.3 billion 8.4 min O(n) 

SHA-1 10 73 GB 1.3 billion 15.6 min O(n) 

SHA-256 10 116.5 GB 1.3 billion 25 min O(n) 

SHA-512 10 233 GB 1.3 billion 50 min O(n) 

Table 5-1 Sequential search results on a non-sorted text file 
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Hashing 

Algorithm  

Number of 

Hashes to 

Search 

Size of 

each File 

(Approx.) 

Max. Number 

of Iterations 

per File 

Time (Avg. 

Worst case 

scenario) 

Time 

Complexity 

(Worst Case) 

MD5 1000 460 MB 29 40-55 

seconds 

O(log(n)) 

SHA-1 1000 537 MB 29 50-70 

seconds 

O(log(n)) 

SHA-256 1000 860 MB 29 80 – 112 

seconds 

O(log(n)) 

SHA-512 1000 1.7 GB 29 160 – 224 

seconds 

O(log(n)) 

Table 5-2 Binary search results across 130-sorted files  

 

Hashing 

Algorithm  

Required Disk Space Per 

Hash Value 

Total Disk Space Required (+1 byte for 

comma separator) 

MD5 32 Bytes (32 * Number of Hashes) + (Σ plain text 

lengths + 1)  

SHA-1 40 Bytes (40 * Number of Hashes) + (Σ plain text 

lengths + 1) 

SHA-256 64 Bytes (64 * Number of Hashes) + (Σ plain text 

lengths + 1) 

SHA-512 128 Bytes (128 * Number of Hashes) + (Σ plain text 

lengths + 1) 

Table 5-3 Required disk space for each algorithm 

 

In terms of time complexity based on these results, the degree of performance differentiation with 

a binary search of files of this size magnitude in comparison to sequential searching is clearly 

illustrated. The event an attacker acquires a large set of compromised hash values, and does not 

have a database as a resource, a binary search is a necessity to locate the largest number of hash 

values in the shortest amount of time. With respect to MD5 and SHA-1, SHA-256 and SHA-512 

requires a negligible amount of additional time to search through the files with a small set of hash 

values. Although, in an attack scenario with 1 million compromised hash values, utilizing the 

indexed binary search implementation would require approximately eleven hours with MD5 in 

comparison to the sixty-two hours required by SHA-512.  

Space complexity, on the other hand, has a significant impact on SHA-512 as 3.2 times more disk 

space is needed to store the same number of hash values of SHA-1 and 4x more than MD5. If an 

attacker were to include the five mentioned variations of the original plain text file, namely, 
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uppercase letters, lowercase letters, a mix of both cases, “leet speak” representations of the 

plaintexts, and appending or prepending to the entries, the amount of disk space required for MD5 

values would be 315 GB in comparison to 1.2 terabytes (TB) required by SHA-512. Again, this 

attack is a small scale, an attack scaled by a factor of ten would require over 10 TB of memory for 

SHA-512.  

Overall, the time of searching and the storing of hash values with a dictionary attack using this 

implementation differ greatly between the algorithms with large sets of data. An attacker will 

always be able to store 4 times more MD5 and 3.2 times more SHA-1 data in comparison to SHA-

512. With today’s technology, it is evident SHA-512 is a much stronger alternative than MD5 and 

SHA-1.  

5.4 Rainbow Table Attack Implementation 

Once an attacker filters out the unmasked hash values from the set, the second course of action is 

a rainbow table attack. This attack’s most notable strength is achieving greater than a 99% chance 

of finding a given hash value. Although, this assumes the original plain text consists of characters 

in the character set used to generate the rainbow tables. To implement this attack project 

RainbowCrack’s downloadable software package was employed. The three primary programs 

required from the package was the rainbow table generator, rainbow table sorter, and the graphical 

user interface (GUI) for input and searching through the tables. With this approach, only three 

simple steps are required. The Windows operating system will be referenced for this 

implementation.  

Once the software package is downloaded, a user needs to navigate to the unzipped directory of 

the folder through the command prompt, and then type a specific command to start generation of 

a single rainbow table. The commands required to generate MD5 and SHA-1 rainbow tables with 

the character set of lower alphanumeric, password lengths 1-8, are “rtgen md5 loweralphanumeric 

1 8 0 10000 33554432 0” and “rtgen sha1 loweralphanumeric 1 8 0 10000 33554432 0” 

respectively. Explanations of the commands are as follows.  

 Parameter 1 (rtgen): Specifies a rainbow table is to be generated. 

 Parameter 2 (md5/sha1): Specifies the cryptographic hashing algorithm for hash value 

generation.  
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 Parameter 3 (loweralphanumeric): Specifies the charset to be used during generation. Any 

set in Appendix E can be applied.  

 Parameter 4/5 (1 8): Specifies the lengths of the password’s plaintexts, which will be in the 

table.  

 Parameter 6 (0): Specifies the rainbow table number. 

 Parameter 7 (10000): Specifies the length of each chain in the table.  

 Parameter 8 (33554432): Specifies the number of chains in the table.  

 Parameter 9 (0): Specifies a file descriptor. This is the only part of the filename, which can 

be changed.  

After the command is executed, generation of the table will begin. With these particular 

commands, the generation time of a single table for MD5 and SHA1 was three and four and a half 

hours, respectively, using an Intel(R) Core(TM) i7-4470K CPU @ 3.50GHz at 100% utilization.  

Since the keyspace chosen was passwords of length 1-8 lower alphanumeric, the summation of 

possibilities in this space is 2,901,713,047,668 (36^1 + 36^2 + 36^3 + 36^4 + 36^5 + 36^6 + 36^7 

+ 36^8). With the rainbow table specifications in my implementation, a single table would cover 

335,544,320,000 possibilities, meaning to cover the entire keyspace; nine tables would need to be 

generated in theory. As this is impractical due to duplicates across the tables, the actual chance of 

success in this keyspace would be slightly less than 40% with only nine tables. Therefore, 

achieving a 100%, chance of success is indeterminable because a great degree of difficulty is 

associated to cover the remaining possibilities not included in the table past a 90% success chance. 

The highest success chance achieved in the researchers’ scenario was 93%. The set of 25 MD5 

and SHA-1 tables involved 7.8 days of processing time across ten Intel(R) Core(TM) i7-4470K 

CPU @ 3.50GHz at 100% utilization. Once the processing was completed, a total of 24.5 GB was 

required to store the 50 tables equaling 0.877 petabytes abstractly stored. The following calculation 

estimates the amount of data abstractly stored.  

 (SHA-1) 335,544,320,000 (possibilities per table)/1,300,000,000 (comparison value based 

on the number of entries in the dictionary attack) = 258.11*73 GB (storage requirement of 

1.3 billion entries based on the dictionary attack) = 18842.03 GB = 18.8 TB/ table * 25 

(total number of tables) = 471 TB   
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 (MD5) 335,544,320,000 (possibilities per table)//1,300,000,000 (comparison value based 

on the number of entries in the dictionary attack)  = 258.11*63 GB (storage requirement 

of 1.3 billion entries based on the dictionary attack) = 16260.93 GB = 16.2 TB/ table * 25 

= 406 TB   

 471 TB + 406 TB = 877 TB 

 877 TB = 0.877 Petabytes  

Furthermore, for research purposes, an Amazon Web Services (AWS) account was created to test 

the time complexity and cost of generating the same number of SHA-1 tables on a c4.8x large 

instance with the following specifications: a cluster of thirty-six vCPUs being Intel Xenon high-

performance processors (2.9GHz), 10 GIGABIT Network Connection, and 60 GB RAM. In two 

minutes and nineteen seconds, the instance generated 1,179,648 of 33,554,432 entries, while the 

machines used by the researcher with SHA-1 generated slightly over 200,000 entries in the same 

amount of time. The time to generate a single SHA-1 table in this instance is 62 minutes costing 

$3.35 US ($1.675/hour). Overall, the 25 SHA-1 rainbow tables generated could have been 

generated for 42$ US in slightly over a day. If the attacker was well funded, they could easily use 

AWS to generate rainbow tables with a 90% success chance for longer length passwords and 

various character sets.  

After all the tables have completed generation, the next step is sorting them using the rtsort 

<filename>.rt command in the RainbowCrack directory where the generated tables are stored. 

Sorting a single table takes no more than a few moments. Lastly, the final step is searching the 

tables for given hash values, which can be inputted through the GUI of the desired program based 

on system specifications. A separate GUI is present for AMD and NIVIDA GPUs as well as a 

CPU. By default, every program will utilize the specified resource to its full potential. With GPU 

acceleration, the 25 tables for either MD5 or SHA1 can be searched through entirely in seconds. 

The next section discusses the results of the attack. 

5.4.1 Rainbow Table Attack Results and Comparison 

The following results were derived from 1000 hash values of MD5 and SHA-1 obtained through 

randomly generating plain text with the lower alphanumeric character set. Both sets of hashes 

mapped to the same plaintexts to effectively establish a basis for comparison between the set of 

rainbow tables. The GPU of choice for searching through the tables was an NVIDIA GeForce 
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GTX 660, utilized by RainbowCrack’s specialized NVIDIA GPU program utilizing the graphics 

card to its maximum capabilities. 

Hashing 

Algorithm  

Time Taken to 

Generate One 

Table 

Time Taken to 

Generate 25 

Tables 

Hard Disk Space to 

Store Tables  

Success Chance 

MD5 3 hours 3.1 days 12.5 GB 93.7% 

SHA-1 4.5 hours 4.6 days 12.5 GB 92.2% 

SHA-256  10 hours 10.4 days  12.5 GB 92%-93% 

SHA-512 20 hours 20.8 days  12.5 GB 92%-93% 

Table 5-4 Rainbow table generation statistics 

 

Hashing 

Algorithm 

Time to 

Search 1000  

Hash Values 

Time to Search 

10,000  

Hash Values 

Time to Search 

100,000  

Hash Values 

Time to Search 

1,000,000  

Hash Values 

Time to Search 

10,000,000  

Hash Values 

MD5 10.60 min 1.7 hours 17 hours 7.08 days 70.8 days 

SHA-1 19.05 min 3.1 hours 1.29 days 12.9 days 129.0 days  

SHA-256  30.48 min 5.08 hours 2.11 days 21.1 days 211.0 days 

SHA-512 60.96 min  10.16 hours 4.23 days 42.3 days 423.0 days 

Table 5-5 Rainbow table search times 

 

As rainbow tables only need to store two strings per chain, the amount of data required for each 

table is roughly the same. Although, with the same amount of data being searched, each algorithm 

takes a significantly longer duration of time due to the extra memory required for comparisons. 

Since a SHA-256 hash value contains 1.6 times more characters than a SHA-1 hash value, there is 

a direct correlation between the processing needed to be performed while searching. With this 

relation, a SHA-512 hash value requires 3.2 times more processing than a SHA-1 hash value.  

Through analyzing these results, the difference between time complexities is quite variable 

between MD5 and SHA-1, in comparison to SHA-512. The time-memory tradeoff is accurately 

shown in this scenario; more tables increase the chance of probability at the tradeoff of increased 

time to search through the set of tables. With a keyspace of 2,901,713,047,668 in the given 

password length range and the specified character set, a single table covers 335,544,320,000 

possibilities. Thus, 25 rainbow table’s results in 8,388,608,000,000 possibilities covered. This is 

almost three times more combinations than that of the original keyspace due to duplicates. The 

additional data are a necessity in order to effectively achieve over a 90% success ratio.  
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As an outcome, if a well-funded attacker had five times the amount of resources in this scenario, 

the time complexity of generation and searching could be cut down by five times, respectively. 

One million MD5 and SHA-1 hash values could be searched in 1.4 days and 2.5 days respectively 

while 1 million SHA-512 hash values would require 8.46 days. In scenarios with larger character 

sets and password lengths, the time complexity of each algorithm would be exponential. With this, 

data on the performance results of the algorithms it is quite evident MD5 and SHA-1 require 

dramatically less time to crack their hash values in comparison to SHA-512 with the technological 

resources available today. 

5.5 Brute Force Attack Implementation 

The last resort an attacker would employ against a set of masked hash values would be a brute 

force attack. This attack is a last resort because of the time complexity required to reveal a single 

hash value due to the extreme magnitude of basic operations required while iterating. In order to 

brute force through a six character, lower alphanumeric password, in the worst-case scenario 

2,176,782,336 iterations are required, in addition to the number of iterations needed to generate a 

hash value for a given plain text. At a high level, a hash value is generated on a character-by-

character basis, meaning an MD5 hash value would require 32 iterations, SHA-1 forty iterations, 

and SHA-512 128 iterations for any password. Thus, 87,071,293,440 iterations in total would be 

required to brute force a SHA-1 hash value with the specified password criteria. Despite this, 

unlike the other attack methods the brute force approach guarantees a successful result as all 

possibilities are searched. The resources required for iterating, in addition to time, are the only 

significant factors.  

Specifically, my brute force attack involved two separate implementations in Java for comparison 

purposes. The user input for both programs were the hash value(s) represented in a string array 

and the character set represented by a character array. The keyspace based on password length to 

be searched is hard coded as six characters for practicality. Implementation one involved a 

simplistic/generic brute force attack running on a single thread of execution where the time 

complexity in the worst-case scenario was recorded. The second implementation was a more 

sophisticated approach. The program utilized multithreading to divide the keyspace of a character 

set into pieces based on the number of processors (physical/logical) available on a given system. 

Once divided, a separate thread of execution is assigned one piece of the division as its processing 
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work. Based on my implementation the program is scalable to any system in order to achieve the 

fastest results possible. The following section covers the results of the attacks.  

5.5.1 Brute Force Attack Implementation Results 

Following is the results with respect to time complexity in the worst-case scenario on two brute 

force attack implementations shown in Table 5.6 and 5.7. The time required to iterate through the 

entire keyspace of length six passwords consisting of lower alphanumeric characters is shown. The 

technology utilized to its maximum potential in this attack was a hyper-threaded Intel(R) 

Core(TM) i7-4470K CPU @ 3.50GHz for both implementations. With the nature of brute force 

attacks typically being a sequential approach, no hash values were used to determine time 

complexity. Results would be highly dependent on the location of the password in the set of 

possibilities. Using a set of hash values as input for this attack method, the total number of 

iterations illustrated below would need to be multiplied by the number of hash values in the set. 

The statistics for SHA-256 and SHA-512 are not estimated based on a work factor as with the 

previous methods. They were explicitly determined through the program.   

Hashing 

Algorithm 

Time Per Letter 

Set (Approx.) 

Total Time (Worst 

Case Approx.) 

Time 

Complexity 

(Worst Case) 

Number of 

Iterations 

MD5 77 seconds 46.2 min. O (n6) 2,176,782,336 

* 32 

SHA-1 92 seconds 55.2 min. O (n6) 2,176,782,336 

* 40 

SHA-256 149 seconds 1 hour 30 min. O (n6) 2,176,782,336 

* 64 

SHA-512 311 seconds 3 hours 7 min. O (n6) 2,176,782,336 

* 128 

Table 5-6 Single thread brute force implementation results 

Hashing 

Algorithm  

Time Per Letter 

Set Per Thread 

(Approx.) 

Total Time (Worst 

Case Approx.) 

Time 

Complexity 

(Worst Case) 

Number of 

Iterations 

MD5 160 seconds 12 min. O (n6) 2,176,782,336 

* 32 

SHA-1 190 seconds 14 min. 15 sec. O (n6) 2,176,782,336 

* 40 

SHA-256 279 seconds  21 min. O (n6) 2,176,782,336 

* 64 
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SHA-512 550 seconds  41 min. 15 sec. O (n6) 2,176,782,336 

* 128 

Table 5-7 Multi-threaded brute force implementation results (8 threads) 

 

The primary significance of this implementation is the comparison of time complexity factors 

between SHA-1 and SHA-512. With the generic single threaded program, SHA-512 required 3.5 

times more time to complete its iterations while with the multithreaded program, SHA-512 only 

required 2.1 times more time to complete its iterations. Despite this, in comparison to the other 

two algorithms SHA-512 will require a substantial amount of additional processing time to 

complete the same keyspace for that of a MD5 or SHA-1 hash value. With respect to Moore’s law, 

as CPU’s performance continues to increase, hashing algorithms will continue to become weaker. 

Thus, it would be more beneficial to implement SHA-512 as the cryptographic hashing algorithm 

in a system due to the significantly increased time complexity required to obtain the plain text of 

hash value, in comparison to the other algorithms. With a GPU implementation, the desired results 

would be relative; a SHA-512 or SHA-256 hash value will always require more processing time 

than the other two algorithms.  

5.6 Conclusions on Attack Method Implementations  

In conclusion of the implemented attack methods, the cryptographic hashing algorithms MD5 and 

SHA-1 have shown to perform far less than optimal when faced with the discussed attacks. The 

algorithms are not suitable, not because of any cryptographic weakness, but rather due to work 

factors, performance, and space complexity. On obsolete computers from over a decade ago, the 

algorithms were optimal because of the current technology available. Processing power was not 

an abundant and cheap resource as it is today. To compensate, the SHA-512 algorithm should be 

employed in systems as time and space complexity is fairly relative to the processing power 

available today.  

As all the attacks were performed on a small scale with limited resources, consequently an 

environment for cracking MD5 and SHA-1 hash values was created. This is under the assumption 

the hashes compromised abided by the research on user password complexity where 33% of user’s 

passwords could be obtained with the developed environment. In contrast to an attacker with an 
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advanced and abundant amount of resources, the weaknesses of MD5 and SHA-1 in the respective 

context could be exploited dramatically.  

To reiterate, the goal of password cracking is to unmask the largest number of passwords in the 

shortest amount of time. The more time required to decode hash values allows a greater duration 

of time for system administrators to implement countermeasures such as notifying users to change 

their passwords or to lock out accounts. This statement demonstrates the significance of users 

creating strong passwords. Since the implemented hashing algorithm is unknown to a user, the 

safest course of action is to create a lengthy and complex password, which will take an 

exponentially longer period of time to determine.  
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Chapter VI  

6.1 Conclusion 

Through research and statistical analysis from experiementation, this literary work has provided 

significant reasoning and insight on the insecurity of the cryptographic hashing algorithms MD5 

and SHA-1. Results have illustrated the respective algorithms utilized for password masking are 

no longer acceptable for security measures regarding the hashing, confidentiality, and protection 

of passwords in today’s systems and applications.  

The representative weakness of both algorithms regards digital signatures. Collisions have been 

found for MD5 and theoretically potential collisions can be obtained for SHA-1. With respect to 

password hashing, both algorithms satisfy the cryptographic hashing function requirements to be 

considered applicable in practice. In essence, MD5 and SHA-1 are insecure not because of 

cryptographic weakness; rather, the non-applicability of the functions arises from suboptimal 

password generation habits of users. Thus, there is a direct correlation between the strength of a 

cryptographic hashing algorithm and the strength of a user’s password. In other words, the output 

of a cryptographic hashing function is only as secure as its input plain text. 

Implementation of attack methodologies against MD5 and SHA-1 has illustrated either algorithm’s 

generated hash values require a dramatically smaller duration of time and space to determine as 

opposed to a more recent algorithm such as SHA-512. With this said, the following statement 

holds true: Any given plain text hashed with the most recent cryptographic hashing function of the 

same output class will embody a higher degree of security to the identical plain text hashed with 

any prior cryptographic hashing algorithm. Anticipating users will deliberately generate weak 

passwords; modern cryptographic hashing functions are required, as these mentioned passwords 

will be effectually protected to a greater degree of security.  Although, improvements such as 

iterative hashing and salting can be augmented to the base MD5 and SHA-1 algorithms to better 

their applicably, it is rather futile as improving a modern base algorithm will inevitably offer an 

even greater extent of protection in all scenarios.    

As time goes on, all cryptographic hashing algorithms become weaker due to lower costs of 

hardware and advancing technology. The result is a decrease in the work factor required to reveal 

passwords of a given length. With MD5 and SHA-1 being published over a decade ago and given 
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user password generation habits as of today, the algorithms have well outlived their life cycles and 

applicability. On the other hand, if all users were to utilize a password of a very great length with 

all character types, MD5 and SHA-1 could be applicable for decades. Since this expectation of 

users is impractical due to human memory constraints, developers of username and password 

authentication schemes for a system should undertake such a matter with nothing less than a 

proactive approach. All in all, the degree of password security for a given system does not rely on 

a developer exclusively, but rather the degree is measured based on the summation of effort from 

both the developer and the system’s users.    

6.2 Future Work 

Research with cryptographic hashing algorithms for future implementations correlated to 

password complexity studies can be further discussed. With the inevitability of computers 

becoming more sophisticated and cheaper over time, cryptographic hashing algorithms will 

become weaker. As a result, user passwords will need to be more complex to maintain a suitable 

standard for protection. Otherwise, if current user password habits remain, hash lengths of 256 bits 

or greater may need to be utilized to compensate. Alternatively, there could be a point in time 

where passwords will be considered obsolete and new methods to authenticate users will need to 

be employed in systems due to the impractically of users remembering multiple complex 

passwords of great lengths.  
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Glossary 

Algorithm: An unambiguous process or set of rules to be followed in calculations or other 

problem-solving operations, especially by a computer.   

AND: The Boolean AND operation. In computer science, the operation will return true if all of 

the statements the operation is testing is true. 

Bit: A binary digit: 0 or 1. 

Bcrypt: A key derivation function for passwords. 

Binary Search: A search algorithm used to locate the position of a target in a sorted list. As 

opposed to a classic search a binary search divides the list in half each iteration until the target is 

found. 

Byte: A sequence of eight bits. 

Character Set: A defined list of unique characters. A string generated using a character set will 

only consist of the defined characters in the set.  See Appendix E for details.  

Cryptography: The art of writing or solving codes.  

Digest: The output of a cryptographic hash function. Also called the hash value. 

Encryption: The transformation of data into another form typically known as the ciphertext, 

where the ciphertext cannot or should not be understood easily by anyone except authorized 

parties. The encrypted data is manipulated in such a way where decryption is possible with a secret 

key.   

FIPS: Federal Information Processing Standard. 

Freestart Collision: A collision where the attacker can choose the initialization vector (IV).  

Function: Produces output based on the specifically defined input. A function is essentially a 

relation between its set of inputs and its associated corresponding output.  

Hashcat: The world’s fastest CPU-based password recovery tool.  
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Hash Function: A function where the output is a set of bit strings in which the length of the output 

is fixed.  

Hash Value: See digest. 

Hashing: Converting a string of characters into a typically shorter value or key, which is usually 

fixed in size, which represents the original string. Used in many encryption algorithms.  

HMAC: Keyed-Hash Message Authentication Code.  

John the Ripper: A free password cracking software tool. Developed initially for the UNIX 

operating system, but now runs on 15 different platforms. 

KDF: Key derivation function. A key derivation function, with respect to cryptography, creates 

one or more secret keys based on a secret key value whether it be a master key, a password, or a 

passphrase. Their primary use is for key stretching.  

KECCAK: The family of all sponge functions with a KECCAK-f permutation as the underlying 

function and multi-rate padding as the padding rule. 

Keyspace: The set of all possible combinations in a given range of password lengths.  

Key Stretching: Techniques, which are used to convert possibly weak encryption key(s), a 

password, or passphrase into a form, which has a higher degree of security against brute force 

attacks. Through incrementing the duration of time taken to test each key this can be accomplished.   

Message: A bit string of any length that is used as input for a cryptographic hashing function. 

MD5: Message Digest 5.  

NIST: National Institute of Standards and Technology. 

OR: The Boolean OR operation. In computer science, the operation will return true if one or more 

statements the operation is testing is true. 

OTP: One-time password 

Output: Often serves as a condensed representation of the input. 

Password: A string of characters that allows access to a computer, interface, or system.  
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PBKDF2: Password-Based Key Derivation Function 2 is a key derivation function that is part of 

RSA Laboratories’ Public-Key Cryptography Standards (PKCS) series.  

Query: In computer science a query is known as a statement used to retrieve information from a 

database. A query can have many parameters specifying the exact data to be retrieved whether it 

be retrieving the entire record(s) or parts of record(s) which result from performing various 

calculations before the results are displayed.  

Round: The sequence of steps, which is iterated in the computation of a hash value. Cryptographic 

hashing algorithms process many rounds before the final output.  

SHA-1: Secure Hash Algorithm-1. 

SHA-2: Secure Hash Algorithm-2. 

SHA2-224: The SHA-2 hash function that produces 224-bit digests. 

SHA2-256: The SHA-2 hash function that produces 256-bit digests. 

SHA2-384: The SHA-2 hash function that produces 384-bit digests. 

SHA2-512: The SHA-2 hash function that produces 512-bit digests. 

SHA-3: Secure Hash Algorithm-3. 

SHA3-224: The SHA-3 hash function that produces 224-bit digests. 

SHA3-256: The SHA-3 hash function that produces 256-bit digests. 

SHA3-384: The SHA-3 hash function that produces 384-bit digests. 

SHA3-512: The SHA-3 hash function that produces 512-bit digests. 

Slow Key Scheduler: A key derivation function property, which is iterative, with the intention to 

make brute force attacks against the algorithm less effective. 

String: Any finite sequence of characters such as letters, numerals, symbols, and punctuation 

marks. The most significant property of string is its length, being the number of characters in it. 
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XOR: The Boolean Exclusive-OR operation. In computer science, the operation will return true if 

and only if one of the statements the operation is testing is true. In other words, if more than one 

statement is true the operation will return false.    
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Appendix A  

MD5 AND SHA-1 USAGE STATISTICS 

 

 

   

This pie chart was created from research performed by Venafi, a privately held cybersecurity 

company who develops software to secure and protect cryptographic keys and digital certificates. 

Due to the nature of information security, revealing the cryptographic hashing algorithm 

implementation is a major security breach. As there is minimal data regarding the statistics of the 

algorithms usage (disregarding the pie chart above), the popularity of the algorithms will be based 

on the websites discussed in section 3.5. Additionally, the most recent websites in the last 5 years 

having their hash algorithm revealed, specifically MD5 or SHA-1, are displayed below.     

Website  Date Cryptographic Hashing Algorithm(s)  

Ashley Madison July, 2015 Message Digest 5 and Bcrypt  

EHarmony  June, 2012 Secure Hash Algorithm 1  

LinkedIn June, 2012 Message Digest 5 

Based on Analysis of 2000 Global Organizations in 2013 [60] 

 

Revealed hashing algorithm of compromised websites in the last 5 years 
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Appendix B 

THE 25 MOST POPULAR PASSWORDS OF 2014 

Rank Password Change from 2013 

1 123456 No Change 

2 password No Change 

3 12345 Up 17 

4 12345678 Down 1 

5 Qwerty Down 1 

6 123456789 No Change 

7 1234 Up 9 

8 baseball  New 

9 dragon New 

10 football New 

11 1234567 Down 4 

12 monkey Up 5 

13 letmein Up 1 

14  abc123 Down 9 

15 111111 Down 8  

16 mustang New 

17 access New 

18 shadow Unchanged 

19 master New 

20 michael New 

21 superman New 

22 696969 New 

23 123123 Down 12 

24 batman New 

25 trustno1 Down 1 

 

This password list was obtained from a password-management company known as Splash Data6. 

The company analyzed 3.3 million leaked password in 2014 forming a list of the most commonly 

used in the data set.   

  

 

                                                           
6 Splash Data: www.splashdata.com  

http://www.splashdata.com/
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Appendix C 

AN OVERVIEW OF THE MD5 ALGORITHM 

MD5 works as follows on a given bit string M of arbitrary bit length [30]:  

1. Padding. Pad the message: first append a ‘1’-bit, next append the least number of ‘0’-bits to 

make the resulting bit length equivalent to 448 modulo 512, and finally append the bit length of 

the original unpadded message M as a 64-bit little-endian integer. As a result, the total bit length 

of the padded message Mc is 512N for a positive integer N.  

2. Partitioning. Partition the padded message Mc into N consecutive 512-bit blocks M0, M1, . . . , 

MN−1.  

3. Processing. To hash a message consisting of N blocks, MD5 goes through N + 1 states IHVi , 

for 0 ≤ i ≤ N, called the intermediate hash values. Each intermediate hash value IHVi is a tuple of 

four 32-bit words (ai , bi , ci , di). For i = 0 it has a fixed public value called the initial value (IV 

): (a0, b0, c0, d0) = (6745230116, efcdab8916, 98badcfe16, 1032547616). For i = 1, 2, . . . , N 

intermediate hash value IHVi is computed using the MD5 compression function described in detail 

below: IHVi = MD5Compress(IHVi−1, Mi−1).  

4. Output. The resulting hash value is the last intermediate hash value IHVN , expressed as the 

concatenation of the hexadecimal byte strings of the four words aN , bN , cN , dN , converted back 

from their little-endian representation. As an example, the IV would be expressed as 

0123456789abcdeffedcba987654321016. Full details on the MD5 algorithm can be viewed at [30]. 
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Appendix D  

ADDITIONAL MD5 COLLISIONS 

 

Message 1: [31] 

Common MD5 Hash Value: 008ee33a9d58b51cfeb425b0959121c 

4dc968ff0ee35c209572d4777b721587d36fa7b21bdc56b74a3dc0783e7b9518afbfa200a8284bf36

e8e4b55b35f427593d849676da0d1555d8360fb5f07fea2 

4dc968ff0ee35c209572d4777b721587d36fa7b21bdc56b74a3dc0783e7b9518afbfa202a8284bf36

e8e4b55b35f427593d849676da0d1d55d8360fb5f07fea2 

 

Message 2: [59] 

Common MD5 Hash Value: cee9a457e790cf20d4bdaa6d69f01e41 

0e306561559aa787d00bc6f70bbdfe3404cf03659e704f8534c00ffb659c4c8740cc942feb2da115a3

f4155cbb8607497386656d7d1f34a42059d78f5a8dd1ef 

0e306561559aa787d00bc6f70bbdfe3404cf03659e744f8534c00ffb659c4c8740cc942feb2da115a3

f415dcbb8607497386656d7d1f34a42059d78f5a8dd1ef 

 

Note: The examples above are a hexadecimal representation of the strings. In order to test it, 

these values must be written into binary files then the comparison can be accomplished.  
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Appendix E 

CHARACTER SET DEFINITIONS 

 

Character Set 

Name 

Character Set Contents  

Numeric 0123456789 

Alpha   ABCDEFGHIJKLMNOPQRSTUVWXYZ 

Alphanumeric ABCDEFGHIJKLMNOPQRSTUVWXYZ0123456789 

Loweralpha Abcdefghijklmnopqrstuvwxyz 

Loweralphanumeric abcdefghijklmnopqrstuvwxyz0123456789 

Mixalpha abcdefghijklmnopqrstuvwxyzABCDEFGHIJKLMNOPQRSTUVWXY

Z 

Mixalphanumeric abcdefghijklmnopqrstuvwxyzABCDEFGHIJKLMNOPQRSTUVWXY

Z0123456789 

Ascii-32-95 !"#$%&'()*+,-

./0123456789:;<=>?@ABCDEFGHIJKLMNOPQRSTUVWXYZ[\]^_`

abcdefghijklmnopqrstuvwxyz{|}~ * 

Ascii-32-65-123-4 !"#$%&'()*+,-

./0123456789:;<=>?@ABCDEFGHIJKLMNOPQRSTUVWXYZ[\]^_`

{|}~ * 

Alphanumeric-

symbol32-space 

ABCDEFGHIJKLMNOPQRSTUVWXYZ0123456789!@#$%^&*()-

_+=~`[]{}|\:;"'<>,.?/ * 

* Represents the space character  
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Appendix F 

RAINBOW TABLE ATTACK SCREEN SHOTS 

 

Results after searching 1000 MD5 hash values  
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Results after searching 1000 SHA-1 hash values  
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Appendix G 

 

 

Table 3-15 project-rainbowcrack.com MD5 and SHA-1 Rainbow tables for download [68] 
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